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Abstract

In this thesis I present different experiments on superconducting circuits exploring parametric interactions with external signals and the vacuum in the microwave regime. These parametric processes are the result of the periodic modulation of a property of a system which results in different interactions. The systems used in this thesis are circuits where the nonlinear inductance of a superconducting quantum interference device (SQUID) is parametrically driven.

I present the first experimental observation of the dynamical Casimir effect (DCE), since it was predicted in 1970. The DCE is an interaction between the vacuum and a periodically modulated boundary condition of the electromagnetic field, here implemented by a flux-tuned SQUID. In essence the modulated boundary will parametrically amplify the vacuum fluctuations which results in the pairwise generation of photons over a broad frequency range. I have characterized the system and measured the statistical properties of the emitted radiation to show that the radiation exhibits two-mode squeezing.

Next, I present measurements on a superconducting multimode resonator containing a SQUID. I show that it is possible to get parametric amplification by driving the SQUID at either twice the frequency of one of the modes or by driving it at the sum of two mode frequencies. In both cases I show that it is possible to reach quantum-limited noise performance.

In the same system I also demonstrate frequency conversion which occurs when the system is pumped at the difference frequency between two modes. Microwave photons are coherently transferred from one mode to the other. I show that the coupling strength depends linearly on the applied pump amplitude.

The thesis also contains a linearized theoretical model to describe and analyze the flux-pumped SQUID. The model describes an equivalent circuit element called the pumpistor, with an impedance which depends on the pump phase. I show that under specific conditions the impedance becomes real and negative allowing pump power to be injected into the circuit, providing gain.

Finally I also present a demonstration of an on-chip Mach-Zehnder interferometer. This experiment uses the tunability of the SQUID to provide a controllable phase shift in one of the interferometer arms. The transmission through the device can be modulated with a maximum change of 45 dB.

Keywords: parametric amplification, mode conversion, vacuum, dynamical Casimir effect, multimode resonator, superconducting circuits, SQUID, circuit-QED, pumpistor, interferometer
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Symbols & Abbreviations

Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQUID</td>
<td>Superconducting quantum interference device</td>
</tr>
<tr>
<td>CPW</td>
<td>Coplanar waveguide</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>DCE</td>
<td>Dynamical Casimir effect</td>
</tr>
<tr>
<td>OPO</td>
<td>Optical parametric oscillator</td>
</tr>
<tr>
<td>JPA</td>
<td>Josephson parametric amplifier</td>
</tr>
<tr>
<td>HEMT</td>
<td>High-electron-mobility transistor</td>
</tr>
<tr>
<td>SNTJ</td>
<td>Shot-noise tunnel junction</td>
</tr>
<tr>
<td>IVC</td>
<td>Inner vacuum chamber</td>
</tr>
<tr>
<td>TMS</td>
<td>Two-mode squeezing</td>
</tr>
<tr>
<td>AWG</td>
<td>Arbitrary waveform generator</td>
</tr>
<tr>
<td>LO</td>
<td>Local oscillator</td>
</tr>
<tr>
<td>IF</td>
<td>Intermediate frequency</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-noise ration</td>
</tr>
</tbody>
</table>

Constants

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e$</td>
<td>Electron charge</td>
</tr>
<tr>
<td>$h$</td>
<td>Planck constant</td>
</tr>
<tr>
<td>$\hbar$</td>
<td>Reduced Planck constant</td>
</tr>
<tr>
<td>$k_B$</td>
<td>Boltzmann constant</td>
</tr>
<tr>
<td>$c$</td>
<td>Speed of light</td>
</tr>
</tbody>
</table>

Superconductivity

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi$</td>
<td>Superconducting wave function</td>
</tr>
<tr>
<td>$n_p$</td>
<td>Density of Cooper pairs</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Superconducting phase</td>
</tr>
<tr>
<td>$\Delta_{sc}$</td>
<td>Half the superconducting energy gap</td>
</tr>
<tr>
<td>$A$</td>
<td>Magnetic vector potential</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Phase difference across Josephson junction</td>
</tr>
<tr>
<td>$I_c$</td>
<td>Critical current of a Josephson junction</td>
</tr>
<tr>
<td>$I_{c,\text{sq}}$</td>
<td>Critical current of the SQUID</td>
</tr>
<tr>
<td>$I_{\text{sq}}$</td>
<td>Current through the SQUID</td>
</tr>
<tr>
<td>$R_N$</td>
<td>Normal resistance</td>
</tr>
<tr>
<td>$L_J$</td>
<td>Josephson junction inductance</td>
</tr>
<tr>
<td>$C_J$</td>
<td>Josephson junction capacitance</td>
</tr>
<tr>
<td>$L_{\text{sq}}$</td>
<td>Josephson inductance of the SQUID</td>
</tr>
<tr>
<td>$L_{\text{sq},0}$</td>
<td>Josephson inductance of the SQUID at zero flux</td>
</tr>
</tbody>
</table>
\( C_{\text{sq}} \) SQUID capacitance
\( \Phi \) Magnetic flux
\( \Phi_0 \) Magnetic flux quantum
\( \Phi_{\text{DC}} \) DC magnetic flux
\( \Phi_{\text{AC}} \) AC magnetic flux amplitude
\( F \) Normalized DC magnetic flux
\( \delta F \) Normalized AC magnetic flux amplitude

**Circuit parameters**

\( \Gamma \) Reflection coefficient
\( C_c \) Coupling capacitor
\( Z_{C_c} \) Impedance of the coupling capacitor
\( C_r \) Equivalent lumped element capacitor
\( C_0 \) Capacitance per unit length
\( C_{\text{tot}} \) Total capacitance of lumped element circuit
\( L_r \) Equivalent lumped element inductor
\( L_0 \) Inductance per unit length
\( R_r \) Equivalent lumped element resistor
\( \alpha_0 \) Loss per unit length
\( Z_r \) Equivalent lumped element impedance
\( Z_0 \) Characteristic impedance of the measurement line
\( Z_{\text{CPW}} \) Characteristic impedance of the CPW
\( \gamma_0 \) SQUID inductance participation ratio
\( d \) Resonator CPW length
\( \lambda \) Wavelength
\( \omega_0 \) Angular resonance frequency
\( v_p \) Phase velocity
\( k_m \) Angular wave number of mode \( m \)
\( \omega_m \) Angular resonance frequency of mode \( m \)
\( f_m \) Resonance frequency of mode \( m \)
\( f_R \) Bare resonator frequency (without SQUID)
\( u_m \) Envelope function of mode \( m \)
\( Q^e \) External quality factor
\( Q^i \) Internal quality factor
\( Q \) Total quality factor

**Parametric driving**

\( f_p, \omega_p \) Pump frequency, angular pump frequency
\( P_p \) Pump power
\( f_s, f_i \) Signal frequency, idler frequency
\( \omega_s \) Angular signal frequency
\( \theta_p, \theta_s, \Delta \theta \) Pump phase, signal phase, phase difference
\( L_p \) Pumpistor
\( \alpha_m \) | Duffing parameter of mode \( m \)
\( \epsilon \) | Effective pump strength
\( \epsilon_{th} \) | Parametric oscillation threshold
\( M_m \) | “Mass” of mode \( m \)
\( \delta \) | Angular pump detuning
\( \Delta \) | Angular signal detuning
\( A \) | Intra-cavity field amplitude
\( B \) | Incoming field amplitude
\( C \) | Outgoing field amplitude
\( \Gamma_e \) | Coupling rate of mode \( m \)
\( \Gamma_i \) | Internal damping rate of mode \( m \)
\( \Gamma_m \) | Total damping rate of mode \( m \)
\( G, G_s, G_i \) | Gain, signal gain, idler gain
\( BW, \sqrt{GBW} \) | Bandwidth, gain-bandwidth product
\( S \) | Reflection coefficient/Conversion coefficient

**DCE**

\( a \) | Mirror motion amplitude
\( L_{\text{eff}} \) | Effective length
\( \delta L_{\text{eff}} \) | Effective length modulation amplitude
\( n_{\text{in}}, n_{\text{out}} \) | Thermal input field, total output photon flux density
\( I, Q \) | The quadratures
\( P_{\text{avg}}, P \) | Total average power in both sidebands, output power
\( \sigma_1, \sigma_2 \) | Single-mode squeezing, two-mode squeezing
\( g_{(2)}^{+} \) | Normalized second-order correlation function

**Noise Calibration**

\( N_{\text{QL}} \) | Quantum limit
\( T_N \) | Noise temperature
\( S_I \) | Current noise spectral density
\( P_N \) | Total noise power
\( R_{\text{SNTJ}} \) | Shot-noise tunnel junction resistance
\( R_b \) | Room temperature bias resistor
\( V_{b,\text{RT}} \) | Room temperature bias voltage
\( V_{b,\text{SNTJ}} \) | Bias voltage across the SNTJ
\( V_{co} \) | Crossover voltage between shot-noise and vacuum noise
\( f_{\text{samp}} \) | Sampling frequency
\( A_{IL} \) | Insertion loss factor
\( T_{N,IL} \) | Noise temperature of the insertion loss element
\( T_{IL} \) | Physical temperature of the insertion loss element
\( N_{IL} \) | Number of added noise photons by the insertion loss element
\( N_{\text{out,IL}} \) | Total noise at the output of the insertion loss element
\[ T_{\text{SNTJ}} \] Physical temperature of the SNTJ
\[ N_{\text{in}} \] Input noise of the unbiased SNTJ
\[ G_J \] Gain of the JPA
\[ N_J \] Added noise by the JPA
\[ G_{\text{SYS}} \] Gain of the measurement chain (from JPA onwards)
\[ N_{\text{SYS}} \] Added noise by the measurement chain (from JPA onwards)
\[ G_{\text{TOT}} \] Total gain from SNTJ calibration (including insertion loss)
\[ S_{\text{out}} \] Output signal level
\[ N_{\text{out}} \] Output noise level
\[ \text{SNR}_{\text{out}} \] Output signal-to-noise ratio
\[ \Delta \text{SNR} \] Signal-to-noise ratio improvement

**Other**

\[ T \] Temperature
\[ f \] Frequency
\[ \omega \] Angular frequency
\[ V \] Voltage
\[ I \] Current
\[ \psi \] Flux
\[ \mathcal{L} \] Lagrangian
\[ J_n \] Bessel function of the first kind
\[ G_{\text{CPW}} \] Gap between center conductor and ground planes (CPW)
\[ W_{\text{CPW}} \] Center conductor width (CPW)
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Thesis
1

Introduction

In 1831 Michael Faraday reported one of the first observations of a parametrically driven system. When experimenting with free liquid surfaces in a vertically vibrating container he observed the formation of standing surface waves. He noticed that each crest of the surface wave (referred to as a heap) oscillated once for every two periods of the applied vibration: “Each heap (identified by its locality) recurs or is re-formed in two complete vibrations of the sustaining surface…” It took another 52 years until Lord Raleigh provided the first more general treatment of parametric oscillations.

The first applications of parametric processes were found in the field of radio communications. It was the Swedish electrical engineer Ernst Alexanderson who patented the so-called magnetic amplifier, which provides gain by modulating the inductance in an electric circuit. These amplifiers have been used in transoceanic radio communication in the beginning of the twentieth century. Since then other implementations of parametric amplifiers have appeared. In the 1950s-1960s the varactor-based parametric amplifier was introduced. This circuit offers low-noise performance in the microwave regime. It is based on a variable reactance diode which is embedded in a resonant circuit, where it is the capacitance of the varactor which is modulated in order to achieve gain. In optics there also exist parametrically driven systems. One example is the optical parametric oscillator which is based on the combination of a nonlinear optical crystal and an optical cavity. A strong laser beam is used to modulate the dielectric polarization of the crystal. This device is for instance used for the generation of nonclassical states of light.

An everyday classic example of parametric oscillation is a child on a swing. The swing acts as a pendulum, and its frequency depends on its length. If the child periodically stands up and kneels down, the frequency gets modulated. In this case the swing becomes a parametric oscillator. In order to amplify the swing’s motion, it is needed that the child stands up when the swing reaches its highest point and kneels down whenever the swing reaches its lowest position. This means that the frequency of the child’s periodic motion is twice
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Figure 1.1: A child on a swing. The parametric oscillator is pumped by the periodic motion of a child standing up and kneeling down. To amplify the swing’s motion the pumping motion has to be done in such a way that the frequency is twice the swing’s oscillation frequency and that the child kneels down when the swing is at its lowest point and stands up when the swing reaches its highest point. The child can also deamplify the motion by doing the opposite.

the oscillation frequency of the swing.

This thesis is centered around a number of experiments where we have studied the interaction of such parametrically driven systems both with classical signals as well as with the quantum mechanical vacuum. The experiments are performed at very low temperatures and at microwave frequencies such that \( k_B T \ll \hbar f \).

In the first part of the thesis we look at the parametric interaction with the vacuum. An interesting result of quantum theory is the existence of vacuum fluctuations. These fluctuations can be thought of as the continuous creation and annihilation of virtual particle-antiparticle pairs. Their momentary existence is allowed by the Heisenberg uncertainty principle, even though their creation and annihilation seems to violate the conservation of energy. The existence of these fluctuations was first thought of as just a theoretical curiosity, but has manifested itself in a number of observable effects such as spontaneous emission of excited atoms and the Lamb shift. In 1970 it was predicted that the parametric interaction of a boundary condition (a perfect moving mirror) on the electromagnetic field and the vacuum could excite the virtual particle pairs into existence, provided that the boundary condition changed at relativistic speeds. This was later coined the dynamical Casimir effect.

In Chapter 4 and in Paper A, I present the first experimental observation of this effect, where we measured the produced broadband radiation in a superconducting circuit where we modulated an electrical boundary condition, rather than a real moving mirror. The modulation was achieved by means of a superconducting quantum interference device (SQUID). We have also studied the statistical properties of the radiation.

In a second part of the thesis I present experiments where we studied parametric processes in another type of superconducting circuit. In this part we will look at the interaction between the device and externally applied signals. More specifically will we look at parametric amplification and intermode conversion. Parametric amplification in superconducting circuits has received
considerable interest in recent years because of their promise of quantum-limited noise performance. One possible implementation of such an amplifier involves a superconducting resonator where the resonance frequency is made tunable by embedding a variable inductance in the form of a SQUID in the resonator. These SQUID based parametric amplifiers have proven to be very successful. These devices have been used for quantum-limited measurements of nanomechanical resonators, readout schemes for superconducting qubits and quantum feedback, as well as for the generation and measurement of nonclassical states of light. Intermode conversion is another possibility in these systems and has been used to put a single photon in a superposition of two different frequencies. The effect has also been used for the parametric coupling between cavities and measurement lines.

In Chapter 4 and in Paper C. I present measurements on parametric amplification in a multimode superconducting resonator. I show that we can have gain in a number of different pumping schemes. When using a single mode, we pump the system at twice the mode frequency, whereas multimode amplification requires pumping at the sum frequency of two of the modes. I show that we were able to get gain in all different modes and that we reach quantum-limited noise performance. In Paper D, I present measurements where we used frequency conversion in order to couple different modes of the same resonator together. In this case the system is parametrically driven at the difference frequency between two of the modes. The coupling strength is proportional to the applied pump strength.

When a signal is applied to a parametric amplifier of half the pump frequency, the gain will depend on the phase relation between the signal and the applied pump. In terms of the child on the swing, we can understand this by contemplating what would happen if the child bends through the knees when the swing reaches the top, and stands up when the swing reaches the lowest point. In that case the swing will be parametrically damped, until fully at rest. The motion of the swing is deamplified. In Chapter 2 and Paper B, we present a model which describes the parametrically driven SQUID, where the signal is at half the pump frequency. The model introduces a new equivalent impedance called the pumpistor. The exact impedance will depend on the phase between the signal and the pump. The goal of the pumpistor is to provide a more intuitive circuit-based picture of parametric amplification using a SQUID. The more general case where the signal and pump are not related in frequency has been treated elsewhere.

The last experiment I present is a demonstration of an on-chip Mach-Zehnder interferometer. This type of interferometer is a well-known device in the field of optics. It is a device in which a signal is split using a beam splitter and fed into two different arms of the interferometer. At the other end of the device the arms are recombined. The phase difference between the two arms will then provide interference. These interferometers have been used, for instance, to generate entangled radiation. In the experiments presented in Chapter 4 and Paper E, we have made an on-chip microwave interferometer.
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The phase difference between the arms stems from two SQUIDs embedded in the interferometer. We show that it is possible to get a significant reduction in the transmission through the device, depending on the phase difference across the SQUIDs.

The outline of the thesis is as follows: In Chapter 2, we introduce the theoretical background necessary to understand the results and the interpretation of the different experiments. The derivation of the pumpistor model is also included in this chapter. In Chapter 3 I describe the experimental techniques I used throughout my measurements. I discuss the working principle of cryostats and I give a detailed overview of the calibration methods used in Paper C in order to prove the quantum-limited performance of the parametric amplifier. In Chapter 4 I lift out the main findings of the different papers. I also include some unpublished results to provide a little more background to the appended papers. Finally in Chapter 5, I reiterate the main findings and provide and outlook for future measurements and possible improvements.
2

Theory

2.1 Superconducting Circuits

Superconductivity was discovered in 1911 shortly after Helium was liquefied for the first time. The discovery was made by Heike Kamerlingh Onnes when he noticed that mercury loses all electrical resistivity when it is cooled below a certain critical temperature. Adding impurities to the mercury did not have any effect on the loss of resistance. The same effect was shortly after also observed in a number of different materials such as lead and tin.

It took another 46 years, until 1957, before the first microscopic theory for superconductivity was developed by Bardeen, Cooper and Schieffer. This theory was called the BCS theory, and at the center of the theory is the assumption that there exists an attractive force between the electrons. This force is assumed to be mediated through the ion lattice, although the exact source is not important for the implications of such a force. The result is that electrons can overcome the Coulomb repulsion and pair up when the temperature drops below a critical temperature. Such pairs of electrons are called Cooper pairs and unlike single electrons these Cooper pairs are bosons. This means that there is no Pauli exclusion principle, and condensation of the Cooper pairs into a single quantum state is possible. This state is described by the wave function $\Psi = \sqrt{n_p}e^{i\theta}$, where $\theta$ denotes the superconducting phase and where the amplitude is defined such that $\Psi\Psi^\ast = n_p$ is the density of Cooper pairs.

2.1.1 The Josephson effect and SQUIDs

In 1962 B. Josephson theoretically predicted that a weak link between two superconductors can still sustain a supercurrent made up of Cooper pairs albeit one not as strong as the supercurrent in the bulk superconductors. In this work the weak links are formed by tunnel junctions, where two superconducting leads are separated by a thin insulating oxide barrier. They are referred to as
Josephson junctions and are the main elements used in the superconducting circuits described and studied in this thesis. The leads must be close enough to each other such that the exponentially decaying wave function, describing the center of mass motion of the Cooper pairs in each superconductor, overlap. In this case the phase difference between the wave functions on each side of the junction, $\phi = \theta_1 - \theta_2$, will obey the following two relations:

$$V = \left( \frac{\hbar}{2e} \right) \frac{d\phi}{dt} = \left( \frac{\Phi_0}{2\pi} \right) \frac{\partial \phi}{\partial t} \quad (2.1)$$

$$I = I_c \sin(\phi), \quad (2.2)$$

where we introduced $\Phi_0 = \hbar/2e$ as the magnetic flux quantum and $I_c$ as the critical current. These two Josephson effects describe the relation between the voltage $V$ and the phase across a junction (AC Josephson effect, Eq. (2.1)) on the one hand, and the current $I$ through the junction and the phase difference across the junction (DC Josephson effect, Eq. (2.2)) on the other hand. If we have a constant phase $\phi$ across the junction, there will be a current given by Eq. (2.2), without developing a voltage. The maximum value of this so called supercurrent is $\pm I_c$. The critical current, $I_c$, of a Josephson junction can be related to the normal state resistance $R_N$ of the junction with the Ambegaokar-Baratoff relation:

$$I_c = \frac{\pi \Delta_{sc} (T)}{2e R_N} \tanh \left( \frac{\Delta_{sc} (T)}{2k_B T} \right) = \frac{\pi \Delta_{sc} (0)}{2e R_N}, \text{ for } T \approx 0, \quad (2.3)$$

where $2\Delta_{sc}$ is the superconducting energy gap of the electrodes on either sides of the junction.

In reality the temperature is finite, such that there will also be some quasiparticle population in the superconductors. These quasiparticles can tunnel through the junction as well, giving rise to a resistance, which will be in parallel with the ideal Josephson junction. As the junction consists of superconducting leads, separated by only a thin oxide barrier, we also have to take into account the capacitance. The full combination is called the RCSJ-model, or the Resistively and Capacitively Shunted Junction model. It shows that if we current bias the junctions that the dynamics are the same as that of a particle confined to a tilted washboard potential, where the slope of the washboard is set by the bias current.

When we now assume a perfect Josephson element DC biased with a current $I_b = I_c \sin \phi_b < I_c$, and we allow for small fluctuations around this current,
we can derive the current-voltage relation as follows:

\[
\frac{dI}{dt} = I_c \cos(\phi_b) \frac{d\phi}{dt} = I_c \cos(\phi_b) V \left( \frac{2\pi}{\Phi_0} \right) \tag{2.4}
\]

\[
V = \left( \frac{\Phi_0}{2\pi} \right) \frac{1}{I_c \cos(\phi_b)} \frac{dI}{dt} = L_J \frac{dI}{dt}, \tag{2.5}
\]

where \( L_J = \left( \frac{\Phi_0}{2\pi} \right) \frac{1}{I_c \cos(\phi_b)} \). \( \tag{2.6} \)

Here we have used Eqs. (2.1) and (2.2). We see that the ideal Josephson junction acts as an inductor with an inductance equal to \( L_J \). This inductance is dependant on \( \phi \) and thus on the bias current through the junction.

In all our experiments we use the Josephson junction in a SQUID geometry, a superconducting loop, intersected with two junctions, see Fig. 2.1. In such a geometry there will be a quantum interference between the supercurrents running through each junction, where the phase difference between the junction will be dependent on the magnetic flux. If we now take the line integral of the superconducting phase over a contour around the ring, it is easy to understand that the phase must have wrapped a multiple of \( 2\pi \) as we end up in the same point:

\[
\oint \nabla \theta \cdot dl = (\theta_B - \theta_A) + \int_B^C \nabla \theta \cdot dl + (\theta_D - \theta_C) + \int_D^A \nabla \theta \cdot dl = 2\pi n. \tag{2.7}
\]

As we have chosen the contour to be deep within the superconducting material (where the supercurrent density is zero), we can use \( \nabla \theta = -\frac{2e}{\hbar} A \), where \( A \) is the magnetic vector potential. In the presence of the magnetic vector potential, it is also necessary to redefine the phase difference across the junction as:

\[
\phi = \theta_1 - \theta_2 - \frac{2e}{\hbar} \int_1^2 A \cdot dl, \tag{2.8}
\]

with the integral taken in the direction of the current. We can then rewrite Eq. (2.7) as follows:

\[
2\pi n = -\phi_1 - \frac{2e}{\hbar} \int_A^B A \cdot dl - \frac{2e}{\hbar} \int_B^C A \cdot dl + \phi_2 - \frac{2e}{\hbar} \int_C^D A \cdot dl - \frac{2e}{\hbar} \int_D^A A \cdot dl = \phi_2 - \phi_1 - \frac{2e}{\hbar} \oint A \cdot dl. \tag{2.8}
\]

As the line integral of the magnetic vector potential around a closed contour equals the magnetic flux through that contour, and when ignoring the multiples of \( 2\pi \), we get:

\[
\phi_2 - \phi_1 = \frac{2\pi \Phi}{\Phi_0}. \tag{2.9}
\]

The total current through the SQUID will now be the sum of the currents through each junction:

\[
I_{sq} = I_{c,1} \sin \phi_1 + I_{c,1} \sin \phi_2. \tag{2.10}
\]
We can rewrite this equation using Eq. (2.9):

\[
I_{\text{sq}} = I_{c,1} \sin \left( \frac{\phi_1 + \phi_2}{2} - \frac{\phi_1}{2} \right) + I_{c,1} \sin \left( \frac{\phi_2 + \phi_1}{2} - \frac{\phi_1}{2} \right)
= (I_{c,1} + I_{c,2}) \sin \left( \frac{\phi_1 + \phi_2}{2} \right) \cos \left( \frac{\phi_2 - \phi_1}{2} \right) - (I_{c,1} - I_{c,2}) \cos \left( \frac{\phi_1 + \phi_2}{2} \right) \sin \left( \frac{\phi_2 - \phi_1}{2} \right)
= (I_{c,1} + I_{c,2}) \sin \phi_s \cos \frac{\pi \Phi}{\Phi_0} - (I_{c,1} - I_{c,2}) \cos \phi_s \sin \frac{\pi \Phi}{\Phi_0},
\] 

(2.11)

where we have introduced \( \phi_s = \frac{\phi_1 + \phi_2}{2} \) as the phase difference across the SQUID. When we maximize this with respect to the phase \( \phi_s \) we see that the critical current of the SQUID is:

\[
I_{c,\text{sq}}(\Phi) = \sqrt{(I_{c,1} - I_{c,2})^2 + 4I_{c,1}I_{c,2} \cos^2 \left( \frac{\pi \Phi}{\Phi_0} \right)}.
\] 

(2.12)

For a symmetric SQUID \( I_{c,1} = I_{c,2} = I_c \), Eq. (2.12) reduces to:

\[
I_{c,\text{sq}}(\Phi) = 2I_c \left| \cos \left( \frac{\pi \Phi}{\Phi_0} \right) \right|.
\] 

(2.13)

We can then rewrite Eq. (2.11) as:

\[
I_{\text{sq}}(\Phi, \phi_s) = 2I_c \left| \cos \left( \frac{\pi \Phi}{\Phi_0} \right) \right| \sin \phi_s.
\] 

(2.14)
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Figure 2.2: The SQUID inductance is plotted versus external magnetic flux for a Josephson junction with critical current $I_c = 1 \mu A$. The inductance is periodic with magnetic flux and diverges at $\Phi = (n + \frac{1}{2})\Phi_0$, $n$ being an integer. Note that this is in the small signal limit, $\phi_s << \pi$.

We can see that the SQUID acts as a single Josephson junction where the critical current is controlled by the magnetic flux threading its loop. The Josephson inductance of the SQUID becomes:

$$L_{sq}(\Phi, \phi_s) = \left(\frac{\Phi_0}{2\pi}\right) \frac{1}{2I_c} \left|\cos\left(\frac{\pi \Phi}{\Phi_0}\right)\right| \cos(\phi_s)$$

$$= \frac{L_{sq,0}}{\left|\cos\left(\frac{\pi \Phi}{\Phi_0}\right)\right| \cos(\phi_s)}$$

(2.15)

with $L_{sq,0} = \left(\frac{\Phi_0}{2\pi}\right) \frac{1}{2I_c}$. I have plotted the SQUID inductance in Fig. 2.2 for the small signal limit ($\phi_s = 0$).

2.1.2 Resonator

The resonators used in this work are distributed circuits. They consist of a $\lambda/4$ coplanar waveguide (CPW) resonator. This circuit will have several resonances and at frequencies close to a resonance frequency we can model the circuit as a lumped element circuit. In this section I will derive an expression for the reflection coefficient of the lumped element resonator and I will examine the different coupling regimes for the resonator.

The resonator is modeled as the lumped element circuit presented in Fig. 2.3(b). The lumped element parameters are coupled to the CPW parameters...
ters as follows:

\[
C_r = \frac{C_0 d}{2}, \quad (2.16)
\]

\[
L_r = \frac{8L_0 d}{\pi^2}, \quad (2.17)
\]

\[
R_t = \frac{Z_{CPW}}{\alpha_0 d}, \quad (2.18)
\]

where \(C_0\) and \(L_0\) are the capacitance and inductance per unit length, \(Z_{CPW} = \sqrt{L_0/C_0}\) is the characteristic impedance of the CPW, \(\alpha_0\) describes the losses per unit length, and \(d\) is the length of the resonator, see Fig. 2.3(a). The internal loss in the resonator is represented with the real impedance \(R_t\). This will give rise to the internal quality factor, \(Q^i\). The coupling to the measurement line, which has an impedance of \(Z_0\), leads to the external quality factor, \(Q^e\). Close to the resonance frequency we can rewrite the model such that \(Z_0\) and \(C_c\) get rearranged into the new circuit elements, \(\widetilde{C}_0\) and \(\widetilde{C}_c\), in parallel with the rest of the circuit, see Fig. 2.3(c). These elements can be expressed in terms of the coupling capacitor \(C_c\) and the impedance of the measurement line \(Z_0 \approx 50 \, \Omega\) when we are close to resonance as:

\[
\widetilde{C}_c = \frac{C_c}{1 + \omega_0^2 C_c^2 Z_0^2} \approx C_c \quad (2.19)
\]

\[
\widetilde{Z}_0 = \frac{1 + \omega_0^2 C_c^2 Z_0^2}{\omega_0^2 C_c^2 Z_0} \approx \frac{1}{\omega_0^2 C_c^2 Z_0}, \quad (2.20)
\]

where the approximations assumes that \(\omega_0 Z_0 C_c << 1\), which is the case for our resonators close to the resonance frequency. As \(\widetilde{C}_c = C_c\) ends up in parallel with \(C_r\), we have used that the angular resonance frequency \(\omega_0 = 1/\sqrt{L_r C_{tot}} = 1/\sqrt{L_r (C_r + C_c)}\). The quality factors are then:

\[
Q^i = \omega_0 R_t C_{tot} = \omega_0 R_t (C_r + C_c) = \frac{R_t}{\sqrt{L_r/(C_r + C_c)}} \quad (2.21)
\]

\[
Q^e = \omega_0 \widetilde{Z}_0 C_{tot} = \frac{(C_r + C_c)}{\omega_0 Z_0 C_c^2} = \left( \frac{C_r + C_c}{C_c} \right) \frac{\sqrt{L_r/(C_r + C_c)}}{Z_0} \quad (2.22)
\]

The total quality factor is then defined as \(1/Q = 1/Q^i + 1/Q^e\).

The response of the circuit is represented by the reflection coefficient \(\Gamma\) which is defined as follows:

\[
\Gamma = \frac{V^-}{V^+} = \frac{Z_r - Z_0}{Z_r + Z_0}, \quad (2.23)
\]

where \(V^-\) and \(V^+\) are the outgoing and incoming voltages respectively. From
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Figure 2.3: (a) Circuit model for a quarter-wavelength CPW transmission line resonator. (b) Circuit model for a lumped element resonator. (c) Equivalent circuit close to the resonance frequency.
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Fig. 2.3 we can derive the resonator impedance as:

\[
Z_r = \frac{1}{i\omega C_c} + \frac{1}{R_r} + \frac{1}{i\omega L_r} + i\omega C_t
\]

\[
= \frac{1 - \omega^2 L_r (C_t + C_c) + i\omega L_r}{i\omega C_r (1 - \omega^2 L_r C_t) - \omega^2 C_c L_r R_r}.
\]

We can now substitute Eq. (2.24) into Eq. (2.23). We also use the definitions for the internal and external quality factors, see Eqs. (2.21) and (2.22), and the resonance frequency:

\[
\Gamma = \frac{1 - \omega^2 L_r (C_t + C_c \left(1 + \frac{Z_0}{R_r}\right)) + i\omega \left(\frac{L_r}{R_r} - Z_0 C_c \left(1 - \omega^2 L_r C_t\right)\right)}{1 - \omega^2 L_r (C_t + C_c \left(1 - \frac{Z_0}{R_r}\right)) + i\omega \left(\frac{L_r}{R_r} + Z_0 C_c \left(1 - \omega^2 L_r C_t\right)\right)}
\]

\[
= \frac{1 - \left(\frac{\omega}{\omega_0}\right)^2 + i\frac{\omega}{\omega_0} \left(\frac{1}{Q_i} - \frac{1}{Q_e} \left(\frac{C_i + C_e - C_t\left(\frac{\omega}{\omega_0}\right)^2}{C_c}\right)\right)}{1 - \left(\frac{\omega}{\omega_0}\right)^2 + i\frac{\omega}{\omega_0} \left(\frac{1}{Q_i} + \frac{1}{Q_e} \left(\frac{C_i + C_e - C_t\left(\frac{\omega}{\omega_0}\right)^2}{C_c}\right)\right)},
\]

(2.25)

where we used that \(R_r >> Z_0\). We now rewrite the expression for a small detuning from the resonance frequency, \(\omega = \omega_0 + \delta\omega\), with \(\delta\omega << \omega\):

\[
\Gamma \approx \frac{\delta\omega - i \left(\frac{\omega_0}{2Q_i} - \frac{\omega_0}{2Q_e} + \frac{C_i \delta\omega}{C_c Q_i}\right) - i \left(\frac{\delta\omega}{2Q_i} - \frac{\delta\omega}{2Q_e} + \frac{C_i \delta\omega^2}{C_c Q_i^2}\right)}{\delta\omega - i \left(\frac{\omega_0}{2Q_i} + \frac{\omega_0}{2Q_e} - \frac{C_i \delta\omega}{C_c Q_i^2}\right) - i \left(\frac{\delta\omega}{2Q_i} + \frac{\delta\omega}{2Q_e} - \frac{C_i \delta\omega^2}{C_c Q_i^2}\right)}
\]

(2.26)

We can use Eq. (2.26) to fit the magnitude and the phase and three different regimes can be recognized, see Fig. 2.4. When \(Q^e > Q^i\) the loss rate in the resonator due to loss is larger than the coupling rate to the measurement line. However, when \(Q^e = Q^i\), we have the so-called critically coupled regime. When this occurs the magnitude of the reflection coefficient drops to zero. Finally when \(Q^e < Q^i\) we are in the overcoupled regime, meaning that the internal losses are smaller than the coupling to the measurement line. This regime is marked by the phase of the reflection coefficients which wraps a full \(2\pi\) on resonance and there is only a small magnitude response.

2.1.3 Multimode coplanar waveguide resonator

In the previous section I analyzed the microwave response of a lumped element resonator. This is an approximation for the response around resonance of the coplanar waveguide resonators discussed in this thesis. Such a resonator
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Figure 2.4: The reflection coefficient $\Gamma$ for the different coupling regimes. (a) The undercoupled regime, $Q^i < Q^e$. (b) The critically coupled resonator $Q^i = Q^e$. Notice that the magnitude reaches down to zero at resonance. (c) The overcoupled regime $Q^i > Q^e$. In this regime the phase of $\Gamma$ wraps 360° on resonance. (d) $\Gamma$ plotted in the complex plane. When the resonator is overcoupled, $\Gamma$ will encircle the origin.
basically consist of a coplanar waveguide (CPW) coupled to the measurement setup through a coupling capacitor and terminated to ground at the other end by means of a SQUID. Such a SQUID acts as a flux-tunable inductor, as we discussed before, which will allow for frequency tuning of the resonator. As the resonator is grounded in one end and open in the other, it is a $\lambda/4$-resonator. There will however be additional resonances at approximately all the odd multiples of this first mode. In this section I will derive an expression for the spectrum of the resonator, starting out from the Lagrangian of the circuit.

We give a representation of the $\lambda/4$ CPW resonator in Fig. 2.5. Using this representation and following the derivations found in Bourassa et al.\textsuperscript{39} and Wallquist et al.\textsuperscript{40}, we start by writing down the Lagrangians for the different parts of the circuit. The Lagrangian for the coupling capacitor at position $x = 0$ is given by:

$$\mathcal{L}_{C_c} = \frac{C_c}{2} \left[ \dot{\psi}(0, t) - V_0(t) \right]^2,$$

(2.27)

where we introduce the flux notation $\psi(x, t) = \int_{-\infty}^{t} V(x, t) \, dt$. $C_c$ is the coupling capacitance and $V_0(t)$ is the voltage to the right of the coupling capacitance. The Lagrangian for the SQUID at position $x = d$ is given by:

$$\mathcal{L}_{sq} = \frac{C_{sq}}{2} \dot{\psi}^2(d, t) + \frac{1}{L_{sq}(\Phi)} \left( \frac{\Phi_0}{2\pi} \right)^2 \cos \left( \frac{2\pi \psi(d, t)}{\Phi_0} \right)$$

$$= \frac{C_{sq}}{2} \dot{\psi}^2(d, t) + \frac{1}{L_{sq}(\Phi)} \left( \frac{\Phi_0}{2\pi} \right)^2 \left[ 1 - \left( \frac{2\pi}{\Phi_0} \right)^2 \frac{\psi^2(d, t)}{2} + \sum_{n=2}^{\infty} \frac{(-1)^n \left( \frac{2\pi \psi(d, t)}{\Phi_0} \right)^{2n}}{(2n)!} \right]$$

$$\approx \frac{C_{sq}}{2} \dot{\psi}^2(d, t) - \frac{\psi^2(d, t)}{2L_{sq}(\Phi)},$$

(2.28)

where we Taylor expanded the cosine and neglected the higher order nonlinearities and the constant term (as the latter does not add to the dynamics). In this equation $C_{sq}$ is the SQUID capacitance and $L_{sq}(\Phi)$, assuming the small signal limit ($\phi_s = 0$ in Eq. (2.15)), is the SQUID inductance, which depends on the external magnetic flux $\Phi$.

Finally the Lagrangian for the CPW is given by:

$$\mathcal{L}_{CPW} = \int_{0}^{d} \left[ \frac{C_0}{2} \dot{\psi}^2(x, t) - \frac{[\partial_x \psi(x, t)]^2}{2L_0} \right] \, dx,$$

(2.29)

where $C_0$ and $L_0$ are the capacitance and inductance per unit length. The CPW is superconducting and therefore we model it as a lossless transmission line. The total Lagrangian is then simply:

$$\mathcal{L}_{tot} = \mathcal{L}_{C_c} + \mathcal{L}_{CPW} + \mathcal{L}_{sq}.$$

(2.30)
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Figure 2.5: The λ/4 coplanar waveguide resonator. The circuit consists of a CPW, modeled by a distributed network of capacitors \( C_0 \delta x \) and inductors \( L_0 \delta x \), terminated to ground with a SQUID at position \( x = d \). The SQUID has a capacitance \( C_{sq} \) and a flux-dependent inductance \( L_{sq}(\Phi) \). The coupling capacitor \( C_c \) is found at position \( x = 0 \) and couples the CPW to the transmission line. The voltage at the input is \( V_0(t) \).

As we are now interested in the normal modes of the resonator, we have to solve the Euler-Lagrange equation of motion:

\[
\sum_{\nu = x, t} \partial_{\nu} \left( \frac{\partial L_{tot}}{\partial [\partial_{\nu} \psi(x,t)]} \right) - \frac{\partial L_{tot}}{\partial \psi(x,t)} = 0. \tag{2.31}
\]

In the middle of the resonator Eq. (2.31) reduces to the standard wave equation:

\[
\ddot{\psi}(x, t) = v_p^2 \partial_{xx} \psi(x, t), \tag{2.32}
\]

which has a solution which is composed of traveling modes and is of the form:

\[
\psi(x, t) = \sum_m \psi_m(t) u_m(x). \tag{2.33}
\]

Note that \( v_p = 1/\sqrt{L_0C_0} \) is the phase velocity of the waves in the CPW. At the ends of the resonator, \( x = 0, d \), we have the following boundary conditions:

\[
C_c \ddot{\psi}(x, t) \big|_{x=0} - C_c \dot{V}_0(t) - \frac{1}{L_0} \partial_x (\psi(x, t)) \big|_{x=0} = 0 \tag{2.34}
\]

\[
2 \frac{C_{sq}}{2} \ddot{\psi}(x, t) \big|_{x=d} + \frac{1}{L_{sq}(\Phi)} \psi(d, t) + \frac{1}{L_0} \partial_x (\psi(x, t)) \big|_{x=d} = 0 \tag{2.35}
\]

We postulate that the mode envelope function \( u_m(x) \) is of the form:

\[
u_m(x) = A_m \sin (k_m x - \phi_m), \tag{2.36}
\]

where \( A_m \) is a mode-dependent normalization factor, \( k_m = \omega_m/v_p \) is the angular wave number of mode \( m \), with \( \omega_m \) the angular resonance frequency, and \( \phi_m \) is the phase factor, which we can determine by substituting Eq. (2.33)
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into Eq. (2.34) and looking at the stationary solution ($\dot{V}_0(t) = 0$):

$$C_c v_p^2 A_m k_m^2 \sin \phi_m = \frac{A_m k_m \cos \phi_m}{L_0}$$

$$\tan \phi_m = \frac{1}{C_c v_p^2 L_0 k_m}$$

$$= \frac{1}{\omega_m C_c} \frac{L_0}{\sqrt{C_0}}$$

$$= \left| \frac{Z_{C_c}}{Z_{CPW}} \right| ,$$

(2.37)

where $Z_{C_c} = 1/(i \omega_m C_c)$ is the impedance of the coupling capacitor and $Z_{CPW} = \sqrt{L_0/C_0}$ is the characteristic impedance of the (lossless) CPW.\(^{38}\)

Note that $|Z_{C_c}| >> |Z_{CPW}|$ such that $\phi_m \approx \pi/2$. We can now go to the dispersion equation for the cavity modes $f_m$ by inserting Eq. (2.33) into Eq. (2.35):

$$- \frac{A_m k_m \cos (k_m d - \phi_m)}{L_0} = \left[ -C_{sq} v_p^2 A_m k_m^2 + \frac{A_m}{L_{sq} (\Phi)} \right] \sin (k_m d - \phi_m)$$

$$- k_m d \cot (k_m d - \phi_m) = - \frac{C_{sq}}{C_0 d} (k_m d)^2 + \frac{L_0 d}{L_{sq} (\Phi)}$$

$$k_m d \tan (k_m d) = - \frac{C_{sq}}{C_0 d} (k_m d)^2 + \frac{L_0 d}{L_{sq} (\Phi)} \text{, with } \phi_m = \frac{\pi}{2}$$

$$\frac{\pi f_m}{2f_R} \tan \left( \frac{\pi f_m}{2f_R} \right) = - \frac{C_{sq}}{C_0 d} \left( \frac{\pi f_m}{2f_R} \right)^2 + \left| \cos \left( \frac{\pi \Phi}{\Phi_0} \right) \right| \frac{L_0 d}{L_{sq,0}} ,$$

(2.38)

where $f_R = \omega_R/(2\pi)$ is the bare resonator frequency and $C_0 d$ and $L_0 d$ are the total resonator capacitance and inductance, respectively. Note that we explicitly broke out the flux dependence from the SQUID inductance. We also used that $k_m d = \pi \omega_m/(2\omega_R) = \pi f_m/2f_R$.

Eq. (2.38) is a transcendental equation which cannot be solved analytically. The graphical solution to Eq. (2.38) as well as the mode spectrum $f_m(\Phi)$ as a function of magnetic flux is given in Fig. 2.6(a). The first mode $f_0(0)$ will be approximately found at $f_R/(1 + \gamma_0/|\cos(\pi \Phi/\Phi_0)|)$, with $\gamma_0 = L_{sq,0}/L_0 d$ the inductance participation ratio at zero flux, because of the small squid capacitance and inductance compared to the resonator capacitance and inductance. The first mode will tune to zero, when $\Phi = \Phi_0/2$. The higher modes are found at approximately $f_m(0) \approx (2m + 1)f_0(0)$ and they tune down to $f_m(\Phi_0/2) \approx (2m)f_0(0)$. This is also visible in the mode envelopes, which are presented for the first three modes in Fig. 2.6(b).
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Figure 2.6: The multimode resonator. (a) The frequency of the first three modes of a λ/4 CPW resonator terminated to ground with an ideal SQUID as a function of the normalized magnetic flux \( \Phi/\Phi_0 \) threading the SQUID. In this specific example the bare resonator (neglecting the SQUID) has a fundamental mode at 1 GHz. The first three (equidistant) modes of the bare resonator are denoted with the orange dashed lines. Introducing the SQUID will introduce flux-tunability and make the spectrum nonequidistant. The inductance participation ratio of SQUID \( \gamma_0 = L_{sq,0}/L_0 d = 2\% \) and its capacitance participation ratio can be neglected, which is typical for our devices. The modes will tune from approximately \( f_m(0) \approx (2m + 1)f_0(0) \) at \( \Phi/\Phi_0 = 0 \) down to \( f_m(\Phi_0/2) \approx (2m)f_0(0) \) at \( \Phi/\Phi_0 = 0.5 \). (b) The mode envelopes of the first three modes of the resonator for two different flux values. The coupling capacitor is found at \( x = 0 \) and the SQUID at \( x = d \). We see that the envelope does not quite reach zero at \( x = d \), which is due to the phase across the ideal SQUID. When tuning the flux to \( \Phi/\Phi_0 = 0.5 \), the SQUID inductance becomes infinite, meaning that it will essentially act as an open.
2.2 Parametric Amplification

In this section we will look at the effect of modulating the SQUID inductance periodically. The modulation is achieved by coupling an AC magnetic flux pump, through the SQUID loop by means of an inductively coupled CPW in the vicinity of the SQUID, so-called flux pumping. Such an amplifier which uses a parametrically modulated SQUID is called a Josephson Parametric amplifier (JPA). Note that it is also possible to modulate the SQUID using the bias current through the SQUID, so-called current pumping, but this case will not be treated in this thesis. It is possible to achieve parametric amplification, when the frequency of the pump matches one of the resonance conditions in the circuit. We can recognize two different cases for which we get amplification: i) The case where the pump is at twice a mode frequency, so called single-mode amplification, where any signal, in the vicinity of the mode being pump, will get amplified, \(f_p \approx 2 \times f_m\), ii) the multimode case, where the pump equals the sum of two different modes, \(f_p \approx f_m + f_n\). In this case any signal which falls in one of the pumped modes will be amplified.

The parametric amplification process will not only amplify a signal, but also generate an idler, symmetrically around half the pump frequency, with respect to the signal. For the multimode case, this means that if the signal \(f_s \approx f_m\), that the idler will appear in the other mode, \(f_i \approx f_n\). In the single-mode case however both the idler and the signal will appear in the same mode \(f_s \approx f_m \approx f_i\). Both of these processes involve three photons: a pump photon, a signal photon and an idler photon, and are thus called three-wave mixing processes. This has to be compared to four-wave mixing processes, involving two pump photons, a signal photon and an idler photon. The current-pumped JPA is an example of this.

When the signal occurs at exactly half the pump frequency then the idler will occur at that same frequency, \(f_s = f_p/2 = f_i\). The signal and idler will then interfere, where the interference condition is dependent on the pump phase. This is so called phase-sensitive amplification (also called degenerate amplification). However, when the signal is detuned from half the pump frequency, \(f_s \neq f_p/2 \neq f_i\), then the idler can not interfere, which means that the gain is phase-insensitive. This is so called nondegenerate amplification. Note that the multimode case always provides nondegenerate amplification. The minimally added noise, expressed in photon number, in this case will follow the quantum limit:\(^{11}\)

\[
N_{QL} = \frac{1}{2} \left| 1 - \frac{1}{G} \right| ,
\]

where \(G\) is the gain of the parametric amplifier. This will tend to 0.5 added noise photons when \(G\) goes to infinity. In the degenerate case however the signal and the idler interfere to provide quadrature-dependent gain. This will amplify one of the quadratures and deamplify the other one with the same amount. Whichever quadrature is being amplified can be chosen by rotating...
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<table>
<thead>
<tr>
<th>Degenerate amplification (phase-sensitive)</th>
<th>Three-wave mixing</th>
<th>Four-wave mixing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( f_p = f_s + f_i, f_s = f_i )</td>
<td>( 2f_p = f_s + f_i, f_s = f_i )</td>
</tr>
<tr>
<td></td>
<td>( f_p = 2f_s )</td>
<td>( f_p = f_s )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nondegenerate amplification (phase-insensitive)</th>
<th>Three-wave mixing</th>
<th>Four-wave mixing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( f_p = f_s + f_i, f_s \neq f_i )</td>
<td>( 2f_p = f_s + f_i, f_s \neq f_i )</td>
</tr>
</tbody>
</table>

Table 2.1: Comparing different ways of categorizing parametric amplification. In three-wave mixing the signal and idler frequency add up to the pump frequency. When the signal is at exactly half the pump frequency (degenerate amplification), signal and idler will have the same frequency allowing them to interfere. This gives phase-sensitive amplification. When the signal is not at half the pump frequency, the idler ends up at a different frequency (nondegenerate amplification). In the four-wave mixing case, the pump frequency is at half the sum of the signal and idler frequencies. Degenerate amplification will in this case be problematic as signal, idler and pump would all have the same frequency.

the phase between the signal and the pump. This regime allows for noiseless amplification. We give an overview of the different regimes in Fig. 2.7. We have also made a table, categorizing parametric amplification according to their properties, see Table 2.1.

In the following two sections I will discuss the pumpistor model, presented in Paper B, and a more general theory for parametric amplification. The pumpistor provides a linearized circuit model for the flux-pumped SQUID, providing an intuitive insight in terms of circuit analysis. In this thesis we will derive the degenerate phase-sensitive operation scheme, but the pumpistor model has been extended to the more general nondegenerate cases as well. The more general theory will start from the equations of motion for the amplitudes of the field in the resonator and we will derive expressions for the gain for both the single-mode nondegenerate case and the multimode case.

2.2.1 Pumpistor

The goal of the pumpistor is to provide an analysis of the flux-pumped SQUID in terms of an equivalent set of circuit elements. In this section we specifically look at degenerate, phase-sensitive, parametric amplification, where the signal is at exactly half the pump frequency so that the idler occurs at the same frequency as the signal. As we saw before in Eq. (2.15), we know that the SQUID acts as a nonlinear, tunable inductance. The inductance is flux-modulated around a DC value \( \Phi_{DC} \) with an AC-flux pump \( \Phi_{AC} \), coupled into the SQUID loop by means of a mutual inductance to a microwave line nearby. In this case the SQUID can be separated into the standard Josephson inductance, in parallel to a phase-sensitive impedance. The derivation follows
Figure 2.7: The different flux-pumped parametric amplification regimes. (a) Degenerate phase-sensitive parametric amplification, where $f_p \approx 2 \times f_m$ and $f_s = f_p/2 = f_i$, we discuss this in Section 2.2.1. In this case the signal and idler interfere and the gain is quadrature-dependent. (b) Nondegenerate single-mode parametric amplification, with $f_p \approx 2 \times f_m$ and $f_s \neq f_i$. This is discussed in Section 2.2.2. (c) Nondegenerate multimode parametric amplification, where $f_p = f_m + f_n$. Any signal in mode $m$, $f_s \approx f_m$, will be amplified and the idler will end up in mode $n$, $f_i \approx f_n$, or vice versa, see Section 2.2.2.
the one found in Paper B. We start by writing the equation for the current of the symmetric SQUID, see Eq. (2.14), where we now insert the time-dependent flux \( \Phi(t) = \Phi_{DC} + \Phi_{AC} \cos(\omega_p t + \theta_p) \):

\[
I_{sq} = I_{c,sq} \left| \cos \left( \frac{\pi [\Phi_{DC} + \Phi_{AC} \cos(\omega_p t + \theta_p)]}{\Phi_0} \right) \right| \sin(\phi_s(t)) .
\]  

(2.40)

We can now Taylor expand the flux term around \( \Phi_{DC} \) which leads to:

\[
I_{c,sq} \left| \cos \left( \frac{\pi \Phi_p(t)}{\Phi_0} \right) \right| \approx I_{c,sq} \cos(F) - I_{c,sq} \sin(F) \delta \omega \cos(\omega_p t + \theta_p) ,
\]  

(2.41)

where \( I_{c,sq} = 2I_c \) is the SQUID critical current at zero DC flux. We also introduced the normalized DC flux, \( F = \pi \Phi_{DC}/\Phi_0 \), and AC flux amplitude, \( \delta \omega = \pi \Phi_{AC}/\Phi_0 \). In a next step we assume the phase to be of the form \( \phi_s(t) = \phi_s \cos(\omega_s t + \theta_s) \). We can insert this into the phase term of Eq. (2.40) and perform a Fourier-Bessel expansion:←

\[
\sin(\phi_s \cos(\omega_s t + \theta_s)) = 2 \sum_{n=0}^{\infty} (-1)^n J_{2n+1}(\phi_s) \cos[(2n + 1)(\omega_s t + \theta_s)] ,
\]  

(2.42)

where \( J_n(\phi_s) \) is the Bessel function of the first kind. We can now multiply Eqs. (2.41) and (2.42) and get an approximation for the current through the SQUID. We see that there are frequency mixing terms in the equation for the SQUID current, and we only keep the terms \( I_{u\omega} \) at the signal frequency \( \omega_s = \omega_p / 2 \). The voltage across the SQUID and at the signal frequency, \( V_{\omega_s} \), is calculated by inserting \( \phi_s(t) \) into the AC Josephson relation, see Eq. (2.1), and only keeping the terms at the (positive) signal frequency, \( e^{+i\omega_s t} \). We can then calculate the SQUID inductance at the signal frequency as:

\[
L_{\omega_s} = \frac{V_{\omega_s}}{i \omega_s I_{\omega_s}} = \frac{\Phi_0}{2\pi I_{c,sq}} \phi_s 2J_1(\phi_s) \cos(F) + \delta \omega \sin(F) (-J_1(\phi_s) e^{i\theta_p - 2\theta_s} + J_3(\phi_s) e^{i(-\theta_p + 2\theta_s)}) .
\]  

(2.43)

\( L_{\omega_s} \) can be thought of as two inductive elements in parallel, see Fig. 2.8(a), which are grouped by their DC-flux dependence:

\[
\frac{1}{L_{\omega_s}} = \frac{1}{L_{sq}} + \frac{1}{L_P} ,
\]  

(2.44)

where Josephson inductance, \( L_{sq} \), groups the terms with a \( \cos(F) \) dependence:

\[
\frac{1}{L_{sq}} = \frac{2J_1(\phi_s) \cos(F)}{L_{sq,0} \phi_s} ,
\]  

(2.45)
and where a new effective element called the pumpistor, $L_P$, groups the terms with a $\sin(F)$ dependence:

$$\frac{1}{L_P} = \frac{\delta f \sin(F) \left( -J_1(\phi_s)e^{i(\theta_p-2\theta_s)} + J_3(\phi_s)e^{i(-\theta_p+2\theta_s)} \right)}{L_{sq,0}\phi_s},$$

(2.46)

where we defined $L_{sq,0}$ as in Eq. (2.15). We can now introduce the phase difference $\Delta \theta = 2\theta_s - \theta_p$ and we get:

$$L_{sq} = \frac{L_{sq,0}}{\cos(F)} \left[ \frac{\phi_s}{2J_1(\phi_s)} \right],$$

(2.47)

$$L_P = \frac{e^{i\Delta \theta} L_{sq,0}}{\delta f \sin(F)} \left[ \frac{\phi_s}{J_3(\phi_s)e^{i2\Delta \theta} - J_1(\phi_s)} \right].$$

(2.48)

The inductance Eq. (2.47) reduces to the ordinary Josephson inductance, Eq. (2.15), in the small signal limit. The pumpistor element, Eq. (2.48), shows some interesting properties. The impedance of this element for a given pump strength $\delta f$ will change with the phase difference $\Delta \theta$. We have plotted $\text{Re}[L_P]$ and $\text{Im}[L_P]$ as a function of $\Delta \theta$ in Fig. 2.8(b). For comparison we also plotted $L_{sq}$. For $\Delta \theta = 0$, $L_P$ will be negative and real, however when $\Delta \theta = \pi$, $L_P$ will be positive and real. In these cases $L_P$ looks like a negative inductance and positive inductance respectively. We see that at $\Delta \theta = 0, \pi$ that $|L_P| >> |L_{sq}|$, and as they add in parallel, $L_P$ on presents a minor correction to the SQUID inductance. When $\Delta \theta = \pi/2, 3\pi/2$, $L_P$ will become imaginary. This means that its impedance will be real. When $\Delta \theta = \pi/2$, the pumpistor inductance will be imaginary and negative, meaning that its impedance, $Z_P = i\omega L_P$, is positive and real such that it presents extra dissipation in the circuit. The most interesting case however, is when $\Delta \theta = 3\pi/2$, then the pumpistor impedance will be real and negative. In this case the pumpistor extracts energy from the pump and injects it into the circuit at $f_s$. The pumpistor presents thus a circuit element whose behavior is periodic with $\Delta \theta$ and can be controlled by varying the pump phase. The model allows for a straightforward analysis of any circuit which incorporates a SQUID, flux-pumped at twice the signal frequency, by replacing the SQUID with the pumpistor element in the circuit model. In Paper B, such an analysis is made for a $\lambda/4$ reflection resonator, terminated to ground with a SQUID. It is shown for degenerate parametric amplification with $f_p = 2f_s$, that the phase dependence of the gain can be fitted with the equivalent circuit model.

### 2.2.2 Nondegenerate phase-insensitive parametric amplification

In this section we will analyze parametric amplification in the more general sense. More specifically will we look at nondegenerate single mode amplification and multimode amplification in a flux-pumped CPW resonator such as the one
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Figure 2.8: The pumpistor element. (a) The flux-pumped SQUID can be approximated as two inductive elements in parallel: the Josephson inductance $L_{sq}$ (in red) and the pumpistor $L_p$ (in blue). The impedance of the latter is phase dependent. (b) The phase dependence of the real and imaginary parts of $L_p$. At $\Delta \theta = 0$ ($\Delta \theta = \pi$), the inductance $L_p$ is real and negative (positive). This means that it acts as a negative (positive) inductance in parallel with $L_{sq}$, plotted for comparison. The pumpistor element will only be a minor correction on the Josephson inductance as $|L_p| >> L_{sq}$. When $\Delta \theta = \pi/2$ however, $L_p$ becomes imaginary and negative. This means that its impedance, $Z_p = i\omega L_p$, will be real and positive and look thus as a resistance. At this point the pumpistor will present extra loss. When $\Delta \theta = 3\pi/2$ however, $L_p$ becomes imaginary and positive. This means that its impedance look as a negative resistance. At this point the pumpistor will be able to inject energy from the flux pump to the signal frequency $f_s$. 
found in Fig. 2.5. The formulas follow from the derivations found in Wustmann and Shumeiko for the single-mode case and have been extended for the multimode case. We will present the relevant formulas for the gain and discuss the behavior of the amplifier in detail, when modulating the flux through the SQUID around a DC flux bias $\Phi_{DC}$ such that $\Phi_p(t) = \Phi_{DC} + \Phi_{AC} \cos(\omega_p t)$.

### Single-mode nondegenerate parametric amplification

We start out with the equation of motion for the intra-cavity field amplitude $A(t)$, in the case that the (angular) pump frequency $\omega_p$ is close twice to the mode frequency of mode $m$ and with an input field $B(t)$. The equation of motion in a rotating frame with frequency $\omega_p/2$ is then:

$$i \frac{dA}{dt} + \delta A + \epsilon A^* + \alpha_m |A|^2 A + i \Gamma_m e = \sqrt{2}\Gamma_m B,$$

(2.49)

where $\delta = \omega_p/2 - \omega_m$ is the pump detuning (in angular frequency) between half the pump frequency and the mode frequency $\omega_m = 2\pi f_m$ and $\Gamma_m = \omega_m/2Q_m$ is the coupling rate of mode $m$ to the transmission line. Note that internal losses in the resonator are neglected. $\alpha_m$ is the Duffing parameter given by:

$$\alpha_m = \frac{\hbar \cos(F)}{2\gamma_0 E_L} \left[ \frac{\omega_m \cos^2(k_m d)}{M_m (k_m d)^2} \right]^2,$$

(2.50)

where $\gamma_0 = \frac{L_{sq} c_0}{L_{sq} d}$ is the inductance participation ratio, $E_L = (\hbar/2e)^2 (1/L_0d)$, and $M_m$ is the “Mass” of mode $m$ given by:

$$M_m = 1 + \frac{\sin(2k_m d)}{2k_m d} + \frac{2C_{sq}}{C_{0d}} \cos^2(k_m d).$$

(2.51)

The effective pump strength in Eq. (2.49) is denoted by:

$$\epsilon = \frac{\delta f \sin(F)}{2\gamma_0} \frac{\omega_m \cos^2(k_m d)}{M_m (k_m d)^2}.$$

(2.52)

We are now interested in the gain of a signal which is detuned by $\Delta = \omega_s - \omega_p/2$ from half the pump frequency, by starting with an input signal $B(t) = B(\Delta)e^{-i\Delta t} + B(-\Delta)e^{i\Delta t}$ and inserting it into the equation of motion, Eq. (2.49). We will also assume that we are in the linear response regime ($\alpha_m \approx 0$) and that we are below threshold ($\epsilon < \epsilon_{\text{th}} = \sqrt{\delta^2 + \Gamma_m^2}$) for parametric oscillations:

$$\begin{pmatrix} \delta + \Delta + i \Gamma_m e \\ \epsilon \\ \delta - \Delta - i \Gamma_m e \end{pmatrix} \begin{pmatrix} A(\Delta) \\ A^*(\Delta) \end{pmatrix} = \sqrt{2}\Gamma_m \begin{pmatrix} B(\Delta) \\ B^*(\Delta) \end{pmatrix},$$

(2.53)

or inversely:

$$\begin{pmatrix} A(\Delta) \\ A^*(\Delta) \end{pmatrix} = \frac{2\Gamma_m}{D} \begin{pmatrix} \delta - \Delta - i \Gamma_m e \\ \delta + \Delta + i \Gamma_m e \end{pmatrix} \begin{pmatrix} B(\Delta) \\ B^*(\Delta) \end{pmatrix},$$

(2.54)
where \( D = (\Gamma_m^e - i\Delta)^2 + \delta^2 - \epsilon^2 \), is the determinant of the matrix in Eq. (2.54). We can now insert this result in the input-output relations:

\[
\begin{pmatrix}
C(\Delta) \\
C^*(\Delta)
\end{pmatrix} = \begin{pmatrix}
B(\delta) & A(\Delta) \\
B^*(-\Delta) & A^*(-\Delta)
\end{pmatrix} + \left( -i\sqrt{2}\Gamma_m^e \right) \begin{pmatrix}
2i\Gamma_m^e \epsilon \\
\delta + i\Gamma_m^e \epsilon
\end{pmatrix} \begin{pmatrix}
B(\Delta) \\
B^*(-\Delta)
\end{pmatrix}
\]

and solve for the outgoing field \( C(t) \):

\[
\begin{pmatrix}
C(\Delta) \\
C^*(\Delta)
\end{pmatrix} = \frac{1}{D} \begin{pmatrix}
(\delta - i\Gamma_m^e)^2 - \delta^2 - \epsilon^2 \\
2i\Gamma_m^e \epsilon
\end{pmatrix} \begin{pmatrix}
\delta + i\Gamma_m^e \epsilon \\
(\delta + i\Gamma_m^e)^2 - \delta^2 - \epsilon^2
\end{pmatrix} \begin{pmatrix}
B(\Delta) \\
B^*(-\Delta)
\end{pmatrix}
\]

The signal power gain is now defined as \( G_s = |C(\Delta)|^2 / |B(\Delta)|^2 \):

\[
G_s(\Delta) = 1 + \frac{4\epsilon^2\Gamma_m^e}{4\Gamma_m^e \Delta^2 + (\Gamma_m^e - \Delta^2 + \delta^2 - \epsilon^2)^2}
\]

\[
= 1 + \frac{4\epsilon^2\Gamma_m^e}{4\Gamma_m^e \Delta^2 + (\Delta^2 + \epsilon^2 - \epsilon_{th}^2)^2},
\]

whereas the idler gain \( G_i = |C(-\Delta)|^2 / |B(\Delta)|^2 = G_s - 1 \). The signal gain has a peculiar structure. For small signal detunings \( \delta^2 < \epsilon^2 + \Gamma_m^e \) it is single peaked, with a maximum at \( \Delta = 0 \). For larger detunings however, the gain becomes smaller and double peaked.\(^{43}\) Close to threshold the gain function can be approximated as a Lorentzian:

\[
G_s(\Delta) \approx 1 + \frac{\epsilon^2}{\Delta^2 + \frac{(\epsilon^2 - \epsilon_{th}^2)^2}{4\Gamma_m^e}}.
\]

The bandwidth \( BW \) is now defined as:

\[
BW = \frac{(\epsilon^2 - \epsilon_{th}^2)}{4\Gamma_m^e}.
\]

The amplitude gain for zero detuning \( (\Delta = 0) \) is then \( \sqrt{G} = \epsilon / (BW/2) \), such that at the threshold, the gain-bandwidth product becomes:

\[
\sqrt{G} \cdot BW = 2\epsilon_{th}.
\]

We have plotted the gain and the Lorentzian approximation in Fig. 2.9.

**Multimode parametric amplification**

In the case that the pump is on resonance with the sum of two modes, \( \omega_p = \omega_m^e + \omega_n + 2\delta \), we will have nondegenerate gain. A signal which falls in one of the modes will be amplified, and as in the degenerate case, an idler will be generated, but now it will end up in the other mode. The expression
Figure 2.9: Phase-insensitive gain for single-mode parametric amplification. (a) The gain in mode $m$ as a function of normalized signal detuning $\Delta / \Gamma_m$, when the system is pumped at $\omega_p = 2\omega_m$. The pump strength $\epsilon = 0.85\Gamma_m$ and the pump detuning $\delta = 0$. The red dashed line shows the Lorentzian approximation of the gain peak. (b) The gain in mode $m$ as a function of normalized signal detuning $\Delta / \Gamma_m$, when the system is pumped at $\omega_p = 2\omega_m + 2\delta$. The pump strength $\epsilon = 0.5\Gamma_m$. We have plotted the gain for three different pump detunings $\delta$. We see that at larger detunings the gain becomes smaller and double peaked.
for the gain can be derived in a similar way as for the single-mode case. The equations of motion are however slightly modified:

\[
i A_m + \delta A_m + \alpha_m |A_m|^2 A_m + 2\sqrt{\alpha_m} |A_n|^2 A_n + \epsilon A_n^* + \frac{\Gamma_e}{2} A_n = \sqrt{2\Gamma_e} B_m \\
- i A_n^* + \delta A_n^* + \alpha_n |A_n|^2 A_n + 2\sqrt{\alpha_n} |A_m|^2 A_m^* + \epsilon A_m - i \frac{\Gamma_e}{2} A_n^* = \sqrt{2\Gamma_e} B_n^*.
\]

The Duffing parameters \(\alpha_m\) and \(\alpha_n\) are defined as before, see Eq. (2.50). The pump strength \(\epsilon\) is now redefined as:

\[
\epsilon = \frac{\delta f \sin(F)}{2\gamma_0} \frac{\sqrt{\omega}}{\sqrt{M} M d} \frac{\cos(k d)}{(\omega - \omega_n) M}.
\]

Following a similar derivation as before and again in the linear response regime, we now get the following expression for the gain as a function of the signal detuning \(\Delta = \omega_s - (\omega_m + \delta)\):

\[
G_{mn} = \delta_{mn} + \frac{4\epsilon^2 \Gamma_m \Gamma_n}{(\Delta^2 - \Delta_0^2 + \epsilon^2 - \epsilon^2_{\text{th}})^2 + (\Gamma_m^e + \Gamma_n^e)^2 (\Delta - \Delta_0)^2}.
\]

In this equation \(\delta_{mn}\) is the Kronecker delta function, \(\epsilon_{\text{th}} = \sqrt{\Gamma_m^e \Gamma_n^e + \delta^2 - \Delta_0}\) is the threshold for parametric oscillations. \(\Delta_0\) is an asymmetry parameter which takes the difference between the coupling rates \(\Gamma_m^e\) and \(\Gamma_n^e\) into account:

\[
\Delta_0 = \delta \frac{\Gamma_n^e - \Gamma_m^e}{\Gamma_n^e + \Gamma_m^e}.
\]

For \(m = n\) Eq. (2.62) reduces to the single-mode result, Eq. (2.57). The equation will also be double peaked for sufficiently large detunings, but now the peaks are asymmetric in height, due to the difference in coupling rates. Even for modest detunings the single peak will have an asymmetric shape. Nevertheless, it is possible to make a Lorentzian approximation close to threshold:

\[
G_{mn}(\Delta) \approx \delta_{mn} + \frac{4\epsilon^2 \chi \Gamma_m^e \Gamma_n^e}{(\Delta - \Delta_0^2 + 2\chi \Delta_0 (\epsilon^2 - \epsilon^2_{\text{th}})^2 + \chi^2 (\Gamma_m^e + \Gamma_n^e)^2 (\epsilon^2 - \epsilon^2_{\text{th}})^2}.
\]

where \(\chi = \left[4\Delta_0^2 + (\Gamma_m^e + \Gamma_n^e)^2\right]^{-1}\). When we are at zero pump detuning, \(\delta = 0\), the bandwidth is now defined as:

\[
\text{BW} = 2\chi (\Gamma_m^e + \Gamma_n^e)(\epsilon^2 - \epsilon^2_{\text{th}}).
\]

The peak amplitude gain, where \(\Delta = 0\), is then \(\sqrt{G} = 2\epsilon \sqrt{\chi \Gamma_m^e \Gamma_n^e} / (\text{BW} / 2)\). \(\epsilon\) can now be replaced by \(\epsilon_{\text{th}}\) which gives:

\[
\sqrt{G} \cdot \text{BW} = 4\epsilon_{\text{th}} \sqrt{\chi \Gamma_m^e \Gamma_n^e}.
\]

It is possible to get a Lorentzian approximation and the gain-bandwidth product for the degenerate case by taking \(\Gamma_m^e = \Gamma_n^e\). We have plotted the gain as a function of the different detunings, as well as the Lorentzian approximations, in Fig. 2.10
Figure 2.10: Multimode gain. (a) The gain in mode $m$ as a function of normalized signal detuning $\Delta/\Gamma_m^e$, when the system is pumped at $\omega_p = \omega_m + \omega_n$. The pump strength $\epsilon = 0.85\sqrt{\Gamma_m^e \Gamma_n^e}$, and the pump detuning $\delta = 0$. The red dashed line show the Lorentzian approximation of the gain peak. (b) The gain in mode $m$ as a function of normalized signal detuning $\Delta/\Gamma_m^e$, when the system is pumped at $\omega_p = \omega_m + \omega_n + 2\delta$. The pump strength $\epsilon = 0.5\sqrt{\Gamma_m^e \Gamma_n^e}$. We have plotted the gain for three different pump detunings $\delta$. We see that at larger detunings, the gain becomes double peaked. Note that the coupling rates for the different modes is different, $\Gamma_m^e \approx 0.4 \Gamma_n^e$. 
2.3 Intermode conversion in a multimode resonator

In this section we consider intermode conversion resulting from parametrically driving a multimode resonator. The resonator I consider is very similar to the one used in the parametric amplification section above and consists of a SQUID terminated CPW resonator which is flux-pumped. Parametric amplification occurs when the pump frequency is equal to either twice the frequency of one of the modes, \( f_p \approx 2 \times f_m \) (single-mode amplification), or to the sum of the frequencies of two of the modes, \( f_p \approx f_m + f_n \) (multimode amplification). Intermode conversion on the other hand is possible when the pump frequency is equal to the difference frequency between two modes, \( f_p \approx f_n - f_m \) with \( f_n > f_m \). In parametric amplification there is an energy transfer from the pump to both the signal and idler, providing gain. In intermode frequency conversion however an excitation at the signal frequency will exchange energy with the pump and be coherently transferred to the idler frequency and vice versa. A continuous drive will cause the photons to oscillate between the modes similar to Rabi oscillations for an atom. The result is an interaction where the total number of photons at the signal and idler frequencies remain constant, meaning that there is no power gain.

The derivation for the intermode conversion presented here follows the work from Wustmann and Shumeiko but where the pump is now on resonance with the difference between two of the modes \( \omega_p = \omega_n - \omega_m + 2\delta \) (with \( \delta \) as before the angular pump detuning and \( \omega_n > \omega_m \)). Any signal close to one of the pumped modes will then be converted to the other mode. Similar to the multimode case I start out from the equation of motion for the pumped modes:

\[
\begin{align*}
    i & \dot{A}_m - \delta A_m + \alpha_m |A_m|^2 A_m + 2\sqrt{\alpha_m^*\alpha_n^*} |A_n|^2 A_n + \epsilon A_n + i\Gamma_m A_m = \sqrt{2\Gamma_m} B_m \\
    i & \dot{A}_n + \delta A_n + \alpha_n |A_n|^2 A_n + 2\sqrt{\alpha_m^*\alpha_n^*} |A_m|^2 A_m + \epsilon A_m + i\Gamma_n A_n = \sqrt{2\Gamma_n} B_n,
\end{align*}
\]

where \( \Delta \) is the signal detuning from the coupled frequencies, \( \omega_m - \delta \) and \( \omega_n + \delta \). The relation between the different detuning is shown in Fig. 2.11. The Duffing parameters \( \alpha_m \) and \( \alpha_n \) are defined as before, see Eq. (2.50). The pump strength \( \epsilon \) is given by Eq. (2.61). Different from before is that we now explicitly allow for internal loss. The external coupling rate is defined as before, \( \Gamma_m = \omega_m / (2Q_m^e) \), but I now also introduce the total damping rate \( \Gamma_m = \Gamma_m^e + \Gamma_m^i = \omega_m / (2Q_m) \). This includes the internal damping rate \( \Gamma_m^i = \omega_m / (2Q_m^i) \).

Similar to the derivation of the single-mode nondegenerate gain it is possible to use the input-output relation to express the outgoing field \( C(t) \) as a function of the incoming field \( B(t) \) in the linear response regime (\( \alpha_m = \alpha_n = 0 \)):

\[
\begin{pmatrix}
    C_m \\ C_n
\end{pmatrix} = \begin{pmatrix}
    1 - \frac{2i\Gamma_m^e (\Delta + i\Gamma_m^i + \delta)}{2i\sqrt{\Gamma_m^e \Gamma_m^i}} & \frac{2i\sqrt{\Gamma_m^e \Gamma_m^i}}{2i\Gamma_m^e (\Delta + i\Gamma_m^i - \delta)} \\
    \frac{2i\sqrt{\Gamma_m^e \Gamma_m^i}}{2i\Gamma_m^e (\Delta + i\Gamma_m^i + \delta)} & 1 - \frac{2i\Gamma_m^i (\Delta + i\Gamma_m^e - \delta)}{2i\Gamma_m^i (\Delta + i\Gamma_m^e + \delta)}
\end{pmatrix} \begin{pmatrix}
    B_m \\ B_n
\end{pmatrix},
\]

(2.67)
2. THEORY
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Figure 2.11: An overview of the different detunings for the intermode conversion. $\delta$ is the angular pump detuning from $\omega_n - \omega_m$, where $\omega_n > \omega_m$. The signal detuning, $\Delta$, is referred to the pumped frequencies $\omega_m - \delta$ and $\omega_n + \delta$.

We can now identify the reflection coefficient for modes $m$ and $n$:

$S_{mm} = \frac{C_m}{B_m} = \frac{(\Delta - \delta + i (\Gamma^i_m - \Gamma^e_m)) (\Delta + \delta + i \Gamma_n) - \epsilon^2}{(\Delta - \delta + i \Gamma_m) (\Delta + \delta + i \Gamma_n) - \epsilon^2}$  \hspace{1cm} (2.68)

$S_{nn} = \frac{C_n}{B_n} = \frac{(\Delta - \delta + i \Gamma^e_m) (\Delta + \delta + i (\Gamma^i_m - \Gamma^e_n)) - \epsilon^2}{(\Delta - \delta + i \Gamma_m) (\Delta + \delta + i \Gamma_n) - \epsilon^2}$.  \hspace{1cm} (2.69)

The conversion between the modes is given by:

$S_{mn} = \frac{C_m}{B_n} = S_{nm} = \frac{C_n}{B_m} = \frac{2i\epsilon \sqrt{\Gamma^e_m \Gamma^e_n}}{(\Delta - \delta + i \Gamma_m) (\Delta + \delta + i \Gamma_n) - \epsilon^2}$.  \hspace{1cm} (2.70)

I have plotted the reflection coefficients and the conversion in , see Fig. 2.12. It is possible to identify two distinct resonances in Eqs. (2.68) and (2.69) when $\Delta = \pm \delta$. Around mode $m$ these resonances are found at $\omega_{m,1} = \omega_m$ and $\omega_{m,2} = \omega_m - 2\delta$, whereas close to mode $n$ these resonances are found at $\omega_{n,1} = \omega_n + 2\delta$ and $\omega_{n,2} = \omega_n$. Note that $\omega_{m,1}$ equals $\omega_{n,1}$ shifted by the pump frequency, $\omega_{m,1} = \omega_{n,1} - \omega_p$, and that also $\omega_{m,2}$ equals $\omega_{n,2}$ shifted by the pump frequency, $\omega_{m,2} = \omega_{n,2} - \omega_p$. The resonances $\omega_{m,1}$ and $\omega_{m,2}$, and the resonances $\omega_{n,1}$ and $\omega_{n,2}$ are thus coupled by the pump, leading to the new hybridized frequencies, see Fig. 2.12:

$\omega_{m,\pm} = \frac{1}{2} \left( \omega_{m,1} + \omega_{m,2} \pm \sqrt{4\epsilon^2 + (\omega_{m,1} - \omega_{m,2})^2} \right)$  \hspace{1cm} (2.71)

$\omega_{n,\pm} = \frac{1}{2} \left( \omega_{n,1} + \omega_{n,2} \pm \sqrt{4\epsilon^2 + (\omega_{n,1} - \omega_{n,2})^2} \right)$.  \hspace{1cm} (2.72)

These can be rewritten as:

$\omega_{m,\pm} = \omega_m - \delta \pm \sqrt{\epsilon^2 + \delta^2}$  \hspace{1cm} (2.73)

$\omega_{n,\pm} = \omega_n + \delta \pm \sqrt{\epsilon^2 + \delta^2}$.  \hspace{1cm} (2.74)

This shows that the minimum splitting is found when the pump detuning $\delta = 0$. At that point the splitting is equal to $2\epsilon$. 
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2.3. INTERMODE CONVERSION IN A MULTIMODE RESONATOR

Figure 2.12: The magnitude response of the intermode conversion when pumping the resonator at the difference frequency of modes $m$ and $n$, with a pump strength $\epsilon = 10\Gamma_m$. (a) $|S_{mm}| = \left| \frac{C_m}{B_m} \right|$, (b) $|S_{nm}| = \left| \frac{C_n}{B_m} \right|$, (c) $|S_{mn}| = \left| \frac{C_m}{B_n} \right|$ and (d) $|S_{nn}| = \left| \frac{C_n}{B_n} \right|$ as a function of probe frequency and pump frequency. We see that the magnitude at the mode where we send in a signal shows the largest dip when on resonance, see panels (a) and (d). At those points we see that we get a maximum output in the other mode, see panels (b) and (c) respectively, showing that we have frequency conversion there. The reflection coefficient contains two resonances when $\Delta = \pm \delta$. These resonances are shown as the dashed lines, where the red dashed line is for $\Delta = +\delta$ and the black dashed lines is for $\Delta = -\delta$. When we turn on the pump these resonances couple and hybridize into two new resonances, marked by the full red and black lines. The minimum splitting is reached when $\delta = 0$ and is equal to $2\epsilon$. 
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2.4 Dynamical Casimir Effect

2.4.1 Introduction

The Casimir force was first postulated in 1948 by the Dutch scientist H. Casimir.\textsuperscript{45} It stated that there is an attractive force between two perfectly conducting plates when they are brought into close proximity of one another, even when in perfect vacuum, see Fig. 2.13(a). The effect, now called the static Casimir effect, is a direct result from the quantized nature of the vacuum field. Due to the Heisenberg uncertainty principle,\textsuperscript{46} the vacuum is not void from energy, but has a so called zero-point energy. This energy is found as so called vacuum fluctuations which can be understood as pairs of virtual particles continuously flitting in and out of existence. As the plates pose now a boundary condition on the vacuum modes, the number of modes able to exist between the plates, when they are brought closely together, is smaller than the number of modes available outside of the plates. This means that the amount of vacuum fluctuations between the plates is lower than outside of the plates. Due to this there will be a radiative pressure on the plates, pushing them together. However, the forces generated are minute. Two plates of 1 m\(^2\) held at the width of a human hair (100 µm) only generates a force of approximately 13 pN between them. It took until 1997 for the first conclusive experimental verification of the effect, when attractive force between a sphere and a plate, held as close as 600 nm apart, was measured to within 5\% of the theoretically predicted value by S.K. Lamoreaux.\textsuperscript{47}

In 1970, Gerald Moore predicted another effect which stems from the interaction between the vacuum and a set of perfectly conducting mirrors that make up a cavity.\textsuperscript{15} He stated that if one of the mirrors is oscillating, the interaction between the mirror (to be more precise the boundary condition) and the vacuum fluctuation is capable of exciting photons out of the vacuum, see Fig. 2.13(b). The result was later generalized to the case of a single mirror undergoing a nonuniform acceleration in vacuum.\textsuperscript{13,14} The effect was only termed the dynamical Casimir effect (DCE) much later and there exist still today some ambiguity about the definition.\textsuperscript{48,49} The excitations are created due to a vacuum mode mismatch in time. As the mirror constitutes a boundary condition on the vacuum modes, any movement of the mirror must be accompanied with a change in the mode structure of the vacuum. Whenever the velocity of the mirrors is small, the mode structure adapts adiabatically. However, when the rate of change becomes appreciable to the speed of light, the mode structure is unable to adjust and photons are excited non-adiabatically. For the case of a single moving mirror the photon production rate has been calculate by A. Lambrecht et al.\textsuperscript{50}

\[
\frac{N}{T} = \frac{a^2 \omega_p^3}{6 \pi c^2} = \frac{\omega_p}{6 \pi} \left( \frac{v}{c} \right)^2,
\]

where \(N\) is the number of photons produced in a frequency range form 0
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<table>
<thead>
<tr>
<th>Action</th>
<th>$\omega_p/2\pi$</th>
<th>$a$</th>
<th>$N/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand-waving mirror</td>
<td>1 Hz</td>
<td>1 m</td>
<td>$\sim 1.4 \times 10^{-16}$ photons/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\approx 10$ photons in the lifetime of the earth</td>
</tr>
<tr>
<td>MEMS Oscillator</td>
<td>10 MHz</td>
<td>1 $\mu$m</td>
<td>$\sim 1.4 \times 10^{-7}$ photons/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\approx 1$ photon per 169 days</td>
</tr>
<tr>
<td>SQUID</td>
<td>10 GHz</td>
<td>0.5 mm</td>
<td>$\sim 1.15 \times 10^6$ photons/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\approx 145000$ photons in the time it takes to blink an eye</td>
</tr>
</tbody>
</table>

Table 2.2: DCE photon production $N/T$, where $N$ is the number of photons produced in a frequency range from 0 to $\omega_p$ per unit time $T$. For mechanical systems the photon production rate is extremely low because the maximum reachable velocity is only a small fraction of the speed of light. The SQUID provides an electromagnetic boundary condition, meaning that much larger speeds are possible. The speed of light in the transmission line is also reduced to $\sim 40\%$ of the speed of light in vacuum.

to $\omega_p$ per unit time $T$. Note that this expression is valid for a double-sided mirror (and has to be divided by two in the case of a single-sided mirror). The trajectory of the mirror is given by $a \cos(\omega_p t)$, $c$ is the speed of light and $v = \omega_p a$ is the maximal velocity reached by the mirror. We see thus that the photon production rate is proportional to the square of the ratio of the maximum mirror velocity to the speed of light. This explains why it has been so difficult to measure the DCE in mechanical systems, as it is unfeasible to reach sufficiently high mirror velocities. We give some examples in Table 2.2. In the results presented in Paper A, we overcome this difficulty by modulating an effective length rather than a physical object.

There are a number of other effects which stem for the interaction with vacuum fluctuation and which are related to the DCE, namely parametric amplification of vacuum fluctuations, the Unruh effect, and Hawking radiation, see Fig. 2.14. I will briefly touch upon these other affects and explain their relation to the DCE in a conceptual manner. For a nice review I can recommend the paper by P.D. Nation et al. The relation between the DCE and parametric amplification of the vacuum has also been treated in another paper.

Parametric amplification of vacuum fluctuation and the DCE are closely related and the exact differences between the two effects are still debated. Both effects will excite photons out of the vacuum, by modulating the mode structure of the vacuum in a non-adiabatic way. We distinguish two different methods of modulating the mode structure. In the original proposals, the position of a mirror was modulated, which is the modulation of a boundary condition on the mode structure. I assume a boundary condition to be much smaller than the wavelength. Another option is the modulation of a bulk
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Figure 2.13: The static and dynamical Casmir effect. (a) The static Casmir effect is described as the attractive force between two plates when they are held closely together. This is due to a spatial mismatch in the mode structure of the vacuum. (b) The dynamical Casmir effect is the excitation of vacuum fluctuations out of the vacuum due to a mismatch of the mode structure of the vacuum in time. The case shown here is a cavity where one of the mirror is oscillating.

property of the nonlinear medium, essentially modulating the speed of light. This has been done in superconducting circuits by the flux-modulation of a Josphson metamaterial in a cavity setup. In quantum optics it is often the polarization of an optical nonlinear crystal which is modulated, such as in an optical parametric oscillator (OPO). Another way of categorizing these effects is by the use of a resonant cavity or not. The shape of the spectrum of the produced radiation will depend strongly on the presence of such a cavity. In a cavity setup the quality factor of the cavity will now reshape the output spectrum of the generated photons to a peaked spectrum whose shape depends on the detuning between the cavity and half the pump frequency. In the case that the pump is on resonance with twice the cavity frequency, the spectrum will exhibit a single peak centered at half the pump frequency. A detuning will make the spectrum double peaked. In the absence of a cavity, such as in the single mirror setup, there will be broadband photon generation instead, which is parabolic of shape and centered around half the pump frequency. We have categorized some experimental implementations in Table 2.3. In all cases shown in Table 2.3, the process will produce photons in correlated pairs (due to down-conversion from the pump) and this means that the spectrum will exhibit two-mode squeezing (TMS). I will discuss the properties of TMS more in detail below, but one important attribute is that if one measures the statistics of only one of the two-mode squeezed modes, that mode will appear to be in a thermal state.

The Unruh effect on the other hand states that a continuously accelerating observer, will observe the quantum vacuum as a thermal state, with a temperature proportional to his acceleration. This is because if we convert the vacuum modes from the inertial reference frame to the accelerating reference frame of the observer that each vacuum mode is rewritten as a two-mode squeezed state, where the two modes are lying on the opposite sides of the event horizon. This means that the observer is only able to sample one of the modes (the
Figure 2.14: An illustration of interaction with the vacuum. (a) Parametric amplification of vacuum fluctuations occurs in a resonant setup. Represented here is the case where one of the mirror of a cavity is modulated, generating two-mode squeezed radiation (depicted with the blue and red arrows). These modes share strong correlations of their noise properties. The spectrum is peaked and enhanced by the quality factor of the cavity. (b) The DCE in the single-mirror setup also generates two-mode squeezed radiation. The output spectrum is now parabolic in shape and has a maximum at half the oscillation frequency. (c) The Unruh effect is where a continuously accelerating observer (depicted here by the black arrow) will observe the inertial vacuum as a thermal state in his reference frame. This is because each vacuum mode in the inertial frame will be a two-mode squeezed state in the observer’s frame, where one of the two modes lies on the other side of the event horizon (red dashed lines) in a part of space-time which is out of causal contact with the observer (grey area). This means that the observer only has access to one mode which then appears as a thermal state, with a temperature proportional to the acceleration. (d) Hawking radiation is the black body radiation of a black hole. This occurs because virtual particle-antiparticle pairs which are formed everywhere (depicted by the connected dots) can have one of the particles appear across the event horizon of the black hole (red dashed line) before they can annihilate. This leaves the remaining particle free to reach an observer at infinity. As the modes of the virtual pair which was excited are also two-mode squeezed, and only one of the two is observable, the radiation will look thermal with a temperature proportional to the surface gravity of the black hole.
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<table>
<thead>
<tr>
<th>Modulated boundary</th>
<th>Open space</th>
<th>Cavity Setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQUID terminated transmission line</td>
<td>Flux-pumped JPA</td>
<td>Thin Crystal OPO</td>
</tr>
<tr>
<td>Spontaneous parametric down-conversion</td>
<td>Josephson metamaterial</td>
<td>general OPO</td>
</tr>
</tbody>
</table>

Table 2.3: Comparing different implementations which provide parametric amplification of vacuum fluctuation. The experimental observation of the DCE described in this thesis uses a SQUID terminated transmission line.

one on his side of the event horizon). Just as we explained above, that mode (which is part of a two-mode squeezed pair of modes) will now appear to be in a thermal state.

Finally Hawking radiation is also connected to the DCE in a similar way. Hawking radiation is the thermal blackbody radiation which is measured by an observer at infinity, when looking at a black hole. The temperature measured will now be proportional to the surface gravity of the black hole. A toy model to explain Hawking radiation uses the virtual particle pair interpretation of quantum vacuum fluctuation. A virtual photon pair close to the event horizon of a black hole has a chance that one the virtual photons will be trapped in the black hole, before they can annihilate again. In that case the remaining photon will be free to reach the observer. As the photons were initially two-mode squeezed, the radiation reaching the observer will now appear again as a thermal state.

2.4.2 SQUID as tunable boundary condition

In the measurements presented in the Paper A, we have a system which reproducing the single-mirror DCE. The system consists of a CPW transmission line which is terminated to ground by a SQUID. The SQUID will have an inductance, which is modulated by an external magnetic flux. The SQUID poses a boundary condition on the vacuum modes similar to Eq. (2.35). By inserting the proper equation for the wave function in terms of input and output operators (and neglecting the term proportional to $C_{sq}$) it is possible to map the SQUID inductance to an effective length $L_{eff}(\Phi)$:

$$L_{eff}(\Phi) = \frac{L_{sq}(\Phi)}{L_0},$$

(2.76)

where $L_{sq}(\Phi)$ is the flux dependent SQUID inductance and $L_0$ is the inductance per unit length of the CPW, see Fig. 2.15. It is now easy to understand that periodically modulating the flux through the SQUID around a DC value, allows us to periodically modulate the effective length, thereby virtually moving the point at which the transmission line is shorted. As we are not changing a physical length the maximum velocities that can be reached are much higher.
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Figure 2.15: Modulation of the effective length. When we tune the SQUID inductance by means of the external magnetic flux we change the phase difference across the SQUID (purple square). The colored lines is the voltage envelope for three different flux values. We can convert this modulation of inductance to an effective length modulation by dividing the change in inductance by the inductance per unit length of the CPW transmission line.

than in mechanical systems, and can in fact reach an appreciable fraction of the speed of light. For a small-amplitude harmonic modulation of the effective length, $\delta L_{\text{eff}}$, the output photon flux density can then be calculated to be:\textsuperscript{56,59}

$$n_{\text{out}}^{\omega} = n_{\text{in}}^{\omega} \left( \frac{\delta L_{\text{eff}}}{v_p} \right)^2 \omega |\omega_p - \omega| n_{\text{in}}^{\omega_p - \omega} + \left( \frac{\delta L_{\text{eff}}}{v_p} \right)^2 \omega (\omega_p - \omega) \Theta [\omega_p - \omega], \tag{2.77}$$

where $n_{\text{in}}^{\omega} = 1/[\exp(h\omega/k_B T) - 1]$ is the thermal input field, $v_p$ is the phase velocity in the CPW (the speed of light), $\omega_p$ is the pump frequency and $\Theta$ denotes the Heaviside Step function. In our CPW transmission lines $v_p$ is $\sim 40\%$ of the speed of light in vacuum. The first term in this equation is the reflection of the thermal input field. The second term is the up-conversion of the thermal input field to the pump frequency and the last term is the DCE radiation. If we integrate the DCE part over frequency from zero to the pump frequency $\omega_p$, we recover Eq. (2.75) (actually with a factor of 1/2, because we have a single-sided mirror). We plot the result of Eq. (2.77) in Fig. 2.16

2.4.3 Two-mode squeezing and second-order coherence

The photons in the DCE are created in pairs such that their frequencies add up to the pump frequency. This is reflected in the parabolic spectrum which is symmetric around $\omega_p/2$. Two photon processes are known to generate a two-mode squeezed state, which in this case means that there are strong
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Figure 2.16: The output photon flux density of a pumped SQUID at the end of a CPW transmission line. The blue line denotes the thermal contribution, with the reflection of the thermal input field at low frequencies and the upconverted thermal noise to the pump frequency (first term and second term in Eq. (2.75) respectively). The red parabola denotes the DCE radiation (third term in Eq. (2.75)). The green line is the then the total output amount of output photons per Hertz bandwidth and per second.

correlations between the photons symmetric around half the pump frequency. The two-mode squeezing is theoretically treated by Caves and Schumaker

The two-mode squeezing can be expressed in terms of the quadrature voltages at the two sidebands ($I_+, Q_+$ at the upper sideband and $I_-, Q_-$ at the lower sideband), which are the quantities we measure experimentally. The two-mode squeezing is defined in terms of these quantities as:

$$\sigma_2 = \frac{\langle I_+ I_- \rangle - \langle Q_+ Q_- \rangle}{P_{\text{avg}}},$$

where $\langle \cdots \rangle$ stands for the mean and $P_{\text{avg}}$ is the total averaged power in the two sidebands:

$$P_{\text{avg}} = \frac{1}{2} (\langle I_+^2 \rangle + \langle I_-^2 \rangle + \langle Q_+^2 \rangle + \langle Q_-^2 \rangle)$$

Note that Eq. (2.78) assumes that a proper angle has been chosen, such that $\langle I_+ Q_- \rangle = \langle I_- Q_+ \rangle = 0$. Furthermore the specific structure of the two-mode squeezing requires that $\langle I_+ I_- \rangle = -\langle Q_+ Q_- \rangle$ and that $\langle I_+ Q_- \rangle = \langle I_- Q_+ \rangle$. It is important to realize that the individual sidebands remain unsqueezed, which is quantified by their single-mode squeezing:

$$\sigma_1 = \frac{\langle I_+^2 \rangle - \langle Q_-^2 \rangle}{\langle I_+^2 \rangle + \langle Q_-^2 \rangle}.$$  

This means that each individual sideband will appear as a thermal state. An overview of the different squeezing parameters can be found in Fig. 2.17.

Finally I introduce another statistical property of the radiation. Because DCE photons are created pairwise, the output radiation should also exhibit photon number correlations between the symmetrically offset frequencies around
Figure 2.17: Noise quadrature squeezing. (a) Single-mode squeezing manifests itself as a difference in the noise of the different quadratures of a single mode. The noise in one quadrature will be suppressed whereas the noise in the other gets equally larger. (b) Two-mode squeezing will keep the individual modes at the upper and lower sidebands unsqueezed (top two panels). There will however be strong correlations between the noise of the two modes. In two-mode squeezed radiation \( \langle I_+ I_- \rangle = -\langle Q_+ Q_- \rangle \), whereas \( \langle I_+ Q_+ \rangle = \langle I_- Q_- \rangle \).

half the pump, \( \omega_p/2 - \delta \omega \) and \( \omega_p/2 + \delta \omega \), where \( \delta \omega < \omega_p/2 \). In the time-domain this meas that the radiation should exhibit photon-bunching. This is because the probability to detect two photons simultaneously, one at each symmetrically offset frequency, is the same as the probability to detect just one photon (in the absence of noise). These correlations are expressed using the normalized second-order correlation function, \( g^{(2)}_{+-}(\tau) \). We can express \( g^{(2)}_{+-}(\tau) \) in terms of the measured powers as:66,61

\[
g^{(2)}_{+-}(\tau) = 1 + \frac{\langle P_+(\tau)P_-(t+\tau) \rangle - \langle P_+(\tau) \rangle \langle P_-(t+\tau) \rangle}{\langle (P_+(t)) - \langle P_{N,+}(t) \rangle \rangle \langle (P_-(t)) - \langle P_{N,-}(t) \rangle \rangle},
\]

where \( \tau \) is the time delay between the detectors, \( P_\pm = I_\pm^2 + Q_\pm^2 \) is the output power measured at the symmetric offset frequencies, \( \omega_p/2 \pm \delta \omega \) and \( P_{N,\pm} \) is the output power at those frequencies when the pump is turned off, such that we measure just the amplifier noise.

## 2.5 On-chip Mach-Zehnder interferometer

The Mach-Zehnder interferometer is a device which was proposed by Ludwig Zehnder in 1891 and improved by Ludwig Mach in 1892.62,63 It is a relatively simple device which allows for the measurement of the relative phase shift between the light traveling in two paths. To do so the light interferes by division-of-amplitude. Note that this is different from interference by the division-of-wavefront, such as in Young’s double slit experiment, where it is also the relative phase difference between two paths which is measured.64

The working principle of the Mach-Zehnder interferometer is explained in
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Fig. 2.18(a). We analyze the case where the path lengths are equal and where the additional phase shift $\phi$ in the bottom path is 0. The collimated light from the source falls onto a 50/50 beamsplitter, A. When following the upper arm, it then reflects off mirror $B'$ and falls onto beamsplitter C. At this point, the phase of the light has picked up a phase $2\pi$ (a $\pi$ shift for each reflection at A and $B'$), where we neglect the phase due to the path length as this is the same for both arms. The light following the bottom path goes straight through beamsplitter A, and reflects off mirror C, picking up a phase shift of $\pi$ (again neglecting the path length phase). When we now look at the light going to detector 1, then the light from the top arm goes through the beamsplitter, meaning that the total additional phase remains $2\pi$. The light from the bottom arm makes an additional reflection and picks up an additional $\pi$, such that the light from both arms constructively interferes (the light picked up a phase of $2\pi$ in both arms). The situation for detector 2 is different as the light reaching detector 2 from the bottom arm retains its $\pi$ phase shift, whereas the light from the upper arm retains its $2\pi$ phase shift. This is because the reflection of the glass-dielectric interface does not pick up an additional $\pi$. This means that the light from both arms has a phase difference of $\pi$, causing destructive interference. Any additional phase shift $\phi$ in the bottom arm will now change the interference conditions at both detectors allowing to measure the phase difference.

The device found in the Paper E is a Mach-Zehnder-type on-chip interferometer, which works at microwave frequencies, see Fig. 2.18(b). In this device a signal is split equally using an on-chip power splitter. Half of the signal is sent down a fixed length arm, where the length of the arm has been designed such that the phase shift in this arm is $\pi$ for the frequency of interest. The upper arm contains a SQUID (or actually two SQUIDs in series). The inductance of the SQUIDs of the SQUID can be tuned, such that the phase shift in the upper arm can be changed.

The power splitters/combiners used on the chip have been designed such that they divide the power equally between the two arms. The choice was made to use a loss-less, non-resonant design, which minimizes the reflections at the input and output ports. This means that the splitter/combiner cannot be matched at all three ports. This is because three-port networks can never be made loss-less, reciprocal and matched at the same time (one of these has to be sacrificed for the others). To match the 50 $\Omega$ input line, the arms of the interferometer have been designed to have a characteristic impedance $Z_{\text{CPW}} = \sqrt{L_0/C_0} = 100\Omega$. When the lines recombine at the output of the interferometer there will however be reflections as each arm will see the other arm (100 $\Omega$) in parallel with the output line (50 $\Omega$), which looks like an impedance of 33.33 $\Omega$. This results in a reflection coefficient $\Gamma = -0.5$, see Eq. (2.23). The reflections at the power combiner will lead to additional resonances.
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Figure 2.18: The Mach-Zehnder interferometer. (a) The optical Mach-Zehnder interferometer allows for a measurement of the phase shift $\phi$ between the two arms by measuring the output of the two detectors. The light is split with a 50/50 beamsplitter (labeled A) before it reflects of the mirrors B and B'. The light is then sent through a second beamsplitter C. (b) The on-chip Mach-Zehnder interferometer. In this setup the incoming signal is split using a power splitter. The bottom arm of the interferometer is designed to have a phase shift of $\pi$ at the frequency of interest. The phase shift in the top arm depends on the flux tunable SQUID inductance in that arm. The two arms are recombined in another power splitter, allowing for interference between the arms.
Experimental techniques

A variety of different techniques are used, both during the fabrication of the samples as well as for the measurements performed on the samples. In the first section of this chapter I describe three key processes used in the fabrication of the samples. The detailed recipes can be found in Appendix A. In the second section I describe the working principle behind the dilution refrigerator and pulse tube coolers used to cool the samples down to their working temperature of 10 mK. I also give some pointers on how to design a microwave measurement setup. Finally in the last section I give a detailed explanation of the noise calibrations which were performed in some of the measurements.

3.1 Sample fabrication

The samples in this thesis are fabricated in the cleanroom of the MC2 department at Chalmers. This facility is a state-of-the-art cleanroom with a total floor space of 1240 m² divided into a class 10-100 and a class 1000-10000 section. A wide range of lithography equipment, evaporators, sputtering machines and characterization tools are available to the users. The samples are made on intrinsic silicon wafers using the techniques described below. The detailed fabrication recipes for the samples used in this thesis can be found in Appendix A.

3.1.1 Photolithography

Photolithography is used to make structures down to approximately 1 µm. Smaller feature sizes are technically possible, but alignment becomes progressively harder and more advanced equipment is needed. In a photolithographic process a pattern is transferred from a so called photomask onto a photosensitive resist film on the wafer by means of UV light, see Fig. 3.1. First the resist is spin-coated onto the wafer with a spinner. The thickness of the film is
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tailored, by choosing the appropriate rotation speed and duration. It has to be chosen such that the film is robust enough for processing, while still being thin enough to achieve the desired resolution. After this, the wafer is baked to stabilize the resist layer. The pattern, which needs to be transferred, has first been written onto a photomask by means of electron-beam lithography. I used soda-lime masks, with a chromium pattern deposited onto it. The transfer of the pattern is done with a mask aligner. This device contains a stage which can be used to carefully align the wafer with the mask, after which the resist can be exposed by the UV light of an Hg lamp. The resist is a polymer which will be modified by the UV light, after which it becomes more (positive resist) or less (negative resist) soluble in a chemical called the developer. The developer will thus remove the exposed parts of the resist for a positive resist and the unexposed parts when a negative resist is used. After these steps the pattern (or the inverted pattern) is transferred onto the resist, where it can be used for further processing.

In my sample designs I have used a variation on this technique, where two resists are deposited on top of each other. The top resist (S1813) is used for patterning, as described above. The bottom resist (LOR3B) is a so-called lift-off resist. It will also dissolve during the developing step, but at a larger rate than the top resist, creating an undercut, see Fig. 3.1(d-f). After development a thin layer of metal is deposited onto the wafer, and then the resist is stripped off the wafer with a solvent called the remover. This process will take off the metal which was deposited onto the resist layer, leaving the metal on the wafer behind. The undercut will help facilitate lift-off, because it causes the metal deposited onto the wafer surface and the metal deposited onto the resist to disconnect.

3.1.2 Electron-beam lithography
The smaller features in my design were fabricated with electron-beam lithography. This techniques allows for much smaller feature sizes (with a spot size down to 4 nm for the JEOL JBX-9300FS system installed in the Chalmers cleanroom) and larger flexibility, as no separate mask need to be fabricated. The process is very similar to photolithography, but instead of exposing the resist with UV light, the resist gets exposed by the electron beam. The beam uses an acceleration voltage of 100 kV and can be positioned and focused to the desired position on the wafer using a set of electrostatic and magnetic “lenses”. The resist (ZEP-520A) is exposed with a dose of 150 µC cm$^{-2}$. The writing process is divided into to different steps during which a different spot size and current is used. The larger parts are written with a relatively large spot size and a current of 70 nA. The structure where a better resolution is needed, use a small spot size and a current of 2 nA is used. Given that we need to reach a fixed dose, it is easy to understand that the smaller current and step size will be slower to write, so the pattern has to be divided properly in order to minimize the total write time.
Figure 3.1: Cross-sectional view of the photolithography lift-off process. (a) Two layers of resist are deposited, a layer of lift-off resist (yellow) and a layer of photoresist (green). (b) A Chromium mask is used to selectively expose the resist. (c) The exposed resist now has the pattern transferred onto it. (d) The developer dissolves the exposed resist because a positive resist is used. The bottom resist dissolves at a larger rate creating an undercut. (e) Metal is evaporated on the wafer. (f) The remaining resist is stripped using a remover to lift-off the excess metal. The final remaining structure is the copy of the photomask because we used a positive resist and a lift-off process.
We also have to take care of the proximity effect which will limit the achievable resolution by partially exposing unwanted areas near the edges of the pattern due to electron backscattering. Conversely parts in the middle of the pattern will receive a larger than expected dose due to the accumulated electron backscattering of the regions around it. These effects are mitigated by dividing the pattern into a grid and using a script (PROXECCO) to vary the deposited dose for each grid element, such that the proximity effect is correctly accounted for. After the exposure step, processing is very similar as for photolithography, with a development step and further processing consisting of deposition or etching steps.

3.1.3 Two-angle evaporation

The experiments in this thesis depend strongly on the Josephson junction, as discussed in the previous chapter. The Josephson junction is a weak link between two superconductors. We use a technique called the two-angle evaporation (also known as shadow evaporation or Dolan bridge technique) to fabricate Josephson junctions, and by extension SQUIDs. It is a variation of the lift-off process described before and is shown in Fig. 3.2. We start with a double resist layer as before and we use electron-beam lithography to expose the desired pattern. The pattern will now contain narrow lines in the top resist, which after development will be free hanging due to the large undercut. In the next step we evaporate the first metal layer (aluminium in my case) under an angle. This will have as a result that the free hanging bridges create a shadow which is offset from the original pattern. The aluminium is then exposed to oxygen, such that an oxide layer, covering the aluminium, is formed. We then evaporate aluminium under the opposite angle, displacing the pattern in the opposite direction. Finally the resist is removed and the unwanted metal is lifted off. In Fig. 3.2(h), we see a blowup of the junction itself. We can see that there is an overlap between the two metal layers, with a layer of oxide between the two. By varying the angle of evaporation and the height of the bottom resist we can control the overlap of the junctions and thus also their area. The oxidation parameters can in addition to the area be used to adjust the junction resistance. Note that the size of the SQUID loop will also depend on the evaporation angle and the pattern has to be adjusted accordingly. Care has to be taken such that the evaporation angle isn’t too large for a given undercut, avoiding that metal is evaporated on the sidewalls of the bottom resist.
Figure 3.2: Cross-sectional view of the electron-beam lithography and two-angle evaporation process. (a) Two layers of resist are deposited, a layer of lift-off resist (yellow) and a layer of photoresist (dark green). (b) The pattern is written using a focused beam of electrons. (c) The exposed resist now has the pattern transferred onto it. (d) The developer dissolves the exposed positive resist. The bottom resist dissolves at a larger rate creating an undercut. (e) Aluminium is evaporated on the wafer using a positive angle (marked by the arrow). (f) The aluminium is oxidized (red layer). (g) The second layer of aluminium is evaporated using a negative angle (marked by the arrow), creating an overlap. (h) The remaining resist is stripped using a remover to lift-off the excess metal. The blow up shows the Josephson junction, formed by the two aluminium layers separated by the oxide.
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3.2 Measurement techniques

3.2.1 Cryogenics

Dilution Cryostat

All the measurements presented in this thesis are performed at cryogenic temperatures. The sample is typically cooled to approximately 10 to 50 mK. A dilution cryostat is used to achieve these low temperatures. The cooling process in a dilution cryostat is based on the phase separation which occurs in a $^3\text{He}/^4\text{He}$-mixture, when it is cooled down below 0.7 K, see Fig. 3.3. This phase separation divides the liquid in a nearly pure $^3\text{He}$-phase (the concentrated phase) and a denser $^3\text{He}$-poor phase (the dilute phase) that consists of 6.6% $^3\text{He}$ and 93.4% $^4\text{He}$ at 0 K. The two phases behave similar as oil on water, with the concentrated phase “floating” on top of the dilute phase. The cooling process happens in the mixing chamber, by “evaporation” of $^3\text{He}$ across the phase boundary from the concentrated phase into the dilute phase. This process is driven by the continuous removal of $^3\text{He}$ from the dilute phase, by means of a distillation process, occurring in the still. The still is electrically heated to around 0.7 K and because of the much larger vapor pressure of $^3\text{He}$ to $^4\text{He}$ mostly $^3\text{He}$ will evaporate from the still. This will disturb the concentration balance in the dilute phase and $^3\text{He}$ will be forced to cross the phase boundary, to replenish the $^3\text{He}$ removed from the still. To ensure the continuity of the cooling process we have to replace the $^3\text{He}$ in the concentrated phase. This is done by circulating the $^3\text{He}$ which is removed at the still, to the cryostat. The gas is first cooled to around 4 K and then reliquefied by either a $^4\text{He}$ bath and a 1 K pot (in a wet cryostat) or by a pulse-tube cryocooler (in a dry cryostat). It is then cooled further on its way down to the mixing chamber by heat exchangers at the different temperature stages. At the still a flow impedance is installed in the He down line in order for the $^3\text{He}$ pressure to be high enough for condensing.

The primary cooling of the reintroduced $^3\text{He}$ gas is thus achieved by a 1 K pot in a wet cryostat. This works by the evaporative cooling of $^4\text{He}$. The $^4\text{He}$ is funneled into the 1 K pot from the surrounding $^4\text{He}$ bath and then a pump is used to lower the pressure and achieve the forced evaporation. The flow into the 1 K pot is controlled by means of a needle valve. The sample and dilution unit are isolated from the environment by the surrounding bath of $^4\text{He}$ and the inner vacuum chamber (IVC).

Pulse tube cryocooler

In a dry cryostat the primary cooling comes is provided by a pulse tube cryocooler, see Fig. 3.4. The working principle of a cryocooler is explained in Fig. 3.4(a) and is based on the adiabatic compression and expansion of $^4\text{He}$. A pulse tube consists of a number of different parts. From left to right we
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Figure 3.3: The dilution cryostat. Our experiments are performed at approximately 10 mK. In order to achieve these temperatures a $^3$He/$^4$He-mixture is circulated in a closed loop in the dilution unit. The circulation works as follows. In the still, $^3$He is pumped out of the dilute phase in a distillation process. This will disturb the concentration balance in the dilute phase and force $^3$He to cross from the concentrated to the dilute phase in the mixing chamber. This “evaporation” across the phase boundary costs energy and provides thus cooling power at the mixing chamber. The $^3$He which is pumped out at the still is then circulated as gas at the other side of the dilution unit. In a wet cryostat the gas is first cooled by the $^4$He bath and then recondensed in the 1K pot. The liquid $^3$He is then cooled further using heat exchangers before it reaches the mixing chamber again. A flow impedance is installed at the still to ensure that the $^3$He pressure is high enough for condensing. The cooling power at the 1K pot is the result of the evaporative cooling of $^4$He which is funneled out of the surrounding bath. The flow is controlled by means of a needle valve. The dilution unit is isolated from the bath by the inner vacuum chamber (IVC).
have a warm heat exchanger ($X_1$), a regenerator, a cold heat exchanger ($X_2$), a thermally isolated tube, called the pulse tube, another warm heat exchanger ($X_3$), an orifice, and a buffer tank. The system is driven by oscillating the pressure ($P_{\text{osc}}$) at the warm side of the regenerator. This can either be done by a moving piston or by a rotating valve which connects the system alternatingly between the high and low pressure side of a compressor. The former is called a Stirling-type pulse tube, whereas the latter is called a Gifford-McMahon-type pulse tube.

The cooling process in a pulse tube can be explained as follows. First we look at the region around heat exchanger $X_3$, including the buffer. At this heat exchanger gas will only enter the pulse tube when the pressure in the pulse tube is smaller than the pressure in the buffer, $P_t < P_b$. The gas entering the pulse tube will now be at temperature $T_H$. When the pressure is increased at the other side of the pulse tube, gas will keep entering the tube until the pressure equals the buffer pressure, $P_t = P_b$. As the pressure keeps rising, gas will flow back into the buffer. The temperature of the gas leaving the tube will now be higher, $T > T_H$, as the gas entered the tube with a temperature $T_H$ when $P_t < P_b$ and leaves the tube when $P_t > P_b$. As a result heat will be given of in $X_3$ to the environment. We can give a similar explanation for the region around heat exchanger $X_2$. Here gas will enter the pulse tube at a temperature $T_L$ from the regenerator and leave the tube when the pressure is decreased. As a result the gas flowing out will be colder, $T < T_L$, and heat is absorbed from the heat exchanger, providing cooling. It can be shown that the heat flow into $X_3$ equals the heat flow out of $X_3$. For $X_1$, the heat exchanger on the warm side of the regenerator, it can be show that the heat flow out equals the power input to the compressor. Note that heat exchanger $X_1$ in a Gifford-McMahon-type pulse tube is dissipated in the compressor in the form of water cooling.

A regenerator consists of a porous matrix through which gas can flow. Its function is to gradually cool down the gas flowing from the warm to the cold side during compression, by absorbing and storing the heat. Similarly the gas flowing in the other direction during the other half of the cycle is heated up by releasing the stored heat. For this purpose an ideal regenerator tries to match the following conditions as well as possible: the flow impedance should be close to zero; the heat capacity per unit volume should be much larger than that of the gas; the heat contact between the gas and the regenerator should be as high as possible; and the heat conduction in the matrix in the direction of the flow should be zero. These partly conflicting requirements are difficult to meet and subject to advanced study. The function of the orifice and buffer is to allow for a flow into and out of the pulse tube at the warm side. Without this the cooling during the adiabatic expansion at the cold side would be canceled out during the compression part of the cycle. The orifice restricts the flow and ensures a nearly constant pressure in the buffer. Finally the task of the pulse tube is to isolate the cooling process at its cold side from the heating process at its warm side. To this effect the pulse tube is dimensioned such
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that the gas cell in the middle of the tube (marked by the green dashed box in Fig. 3.4(a)) never comes in contact with either ends. The gas cell plays a similar role to the displacer in a Gifford-McMahon cooler. It is important the there is no turbulence in the tube to ensure the isolation effect.

In order to reach temperatures low enough for the condensation of the mixture a double-stage Gifford-McMahon-type pulse tube cryocooler is used in our dry dilution cryostats, see Fig. 3.4(b). The pressure oscillation comes from a rotating valve, operating between 1 Hz and 2 Hz, connecting the regenerator to the compressor. It uses two pulse tubes working in parallel, which share a regenerator. The middle of the regenerator is anchored at the lowest temperature of the first pulse tube (approximately 50 K). This reduces the heat load of the regenerator on the second pulse tube, allowing it to reach lower temperatures (approximately 3 K). Note that the hot ends of both pulse tubes are at room temperature, such that the hot end of the second tube second tube doesn’t present a heat load on the first one. In practical systems a secondary orifice is installed between the compressor side and the hot side of each pulse tube. This is to counteract the phase difference in the pressure oscillation between both sides of the pulse tube. This phase difference comes from the compressibility of the gas in the pulse tube.

When condensing, the $^3$He/$^4$He-mixture is brought into thermal contact with the cryocooler at different levels. As the final temperature of the pulse tube cryocooler is at a higher than the temperatures reached in a 1 K pot found in a wet cryostat, a higher condensation pressure is needed in order to condense the $^3$He/$^4$He-mixture.

3.2.2 Microwave measurements

The measurements I have performed are all in the microwave domain. We install the sample in a reflectometry setup at the mixing chamber stage of our cryostat. A typical setup is shown in Fig. 3.5. The setups were very similar in the two different cryostats that were used. These setups require a careful design of the microwave lines to manage the noise seen by the sample. For this purpose a series of attenuators are installed, distributed over the different temperature stages. This way the black-body radiation from the higher temperatures stages will be attenuated down the lines. The attenuators of course inject noise into the line, but only at a power proportional to their temperature. The attenuators also dissipate the signal on the way down and the dissipated power will act as a thermal load on the cryostat. The available cooling power at each stage as well as the temperature difference between the stages will be different. Keeping these constraints in mind it is still possible to distribute the attenuators over the different stages, such that the noise in the line is approximately equal to the vacuum noise at the sample without heating up the different temperature stages significantly. The microwaves lines on the way down are UT-034 cables (with an outer diameter of 0.86 mm). The inner conductor is silver-plated CuNi and the outer conductor is CuNi.
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Figure 3.4: The pulse tube cryocooler. (a) Schematic overview of a pulse tube. A pulse tube consists of a number of different parts. From left to right we have a warm heat exchanger ($X_1$), a regenerator, a cold heat exchanger ($X_2$), a thermally isolated tube, called the pulse tube, another warm heat exchanger ($X_3$), an orifice, and a buffer tank. The green dashed volume of gas never leaves the pulse tube and thus isolates the processes at the ends. (b) The double-stage Gifford-McMahon-type pulse tube cryocooler, as used in most commercial dry dilution cryostats. Note that the hot ends of both pulse tubes are at room temperature, such that the second tube doesn’t present a heat load on the first one. The secondary orifices, installed between the compressor side and the hot side of each pulse tube, are present to counteract the phase difference in the pressure oscillation between both sides of the pulse tube.
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Figure 3.5: A detailed view of a reflection measurement setup. This setup is the one used in the parametric amplification results, a very similar setup without the SNTJ was used for the experiments on the DCE. The microwave frequency signals are sent down the cryostat with coaxial lines. These lines are attenuated at the different temperature stages in order reduce the room temperature radiation and to thermalize the cables to the different temperature. The incoming and outgoing signals are separated from each other with a circulator. A second circulator is terminated with a 50 Ω and isolates the sample from any radiation coming down from the low-noise HEMT amplifier. To allow for a noise calibration the output of a SNTJ, colored blue, is combined with the incoming signal in a directional coupler, colored red. The SNTJ is biased with a filtered superconducting twisted pair and bias-T. Another twisted pair is used to DC flux bias the experiment. A third microwave line, labeled flux pump, is used to modulate the flux through the SQUID in the experiments.
3. EXPERIMENTAL TECHNIQUES

In a reflectometry measurement a signal is reflected off the sample and the reflection coefficient is analyzed. We typically use a 4 to 8 GHz circulator to separate the incoming and outgoing signal. A second circulator, terminated with 50 Ω, is installed between the sample and the cryogenic low noise HEMT amplifier (a Low Noise Factory LNF-LNC4_8A with a factory measured noise temperature \( T_N = 1.8 \text{ K} \)) at the 3 K/4.2 K-stage, in order to absorb any radiation coming down the amplifier line. Additional filtering is installed in the form of an 8 GHz low-pass filter installed in front of the sample, with the goal to filter out any noise above the cutoff frequency of the circulators. When the signal is taken out of the cryostat, additional room temperature amplifiers are used before we feed the signal into the measurement equipment. The noise performance of amplifiers can be expressed by their noise temperature. This is the temperature a 50 Ω input resistor would need to have to produce the same noise power at the output of amplifier, assuming the amplifier is perfect. The low-noise HEMT amplifier has a noise temperature \( \sim 2 \text{ K} \). This is important as the noise performance of a chain of amplifiers is largely determined by the first amplifier.\(^{38}\)

\[
T_{N,\text{chain}} = T_{N,1} + \frac{T_{N,2}}{G_1} + \frac{T_{N,3}}{G_1 G_2} + \cdots \tag{3.1}
\]

This means that the following amplifiers only contribute to the total noise temperature, with their noise temperature divided by the power gain of the amplifiers preceding it. This also shows that it is imperative that the attenuation between the sample and the amplifier is kept to an absolute minimum. Any attenuation will raise the total noise temperature as it will act as an amplifier with a gain \( G < 1 \). For this reason the coax cable up to the first amplifier are made of superconducting NbTi.

In Paper A, I present measurements on the statistical properties of the produced radiation resulting from the dynamical Casimir effect. To do this it is necessary to measure the quadratures of the field at two different frequencies simultaneously. To achieve this we split the microwave signal coming out of the cryostat after amplification and feed it into two Aeroflex microwave digitizers. These digitizers perform a heterodyne measurement to measure the \( I \) and \( Q \) quadrature. Inside the digitizer the signal gets mixed down with a local oscillator to an IF frequency of \( f_{\text{IF}} = 187.5 \text{ MHz} \). For experiments on the dynamical Casimir effect it is crucial that only the frequency content of symmetrically offset frequencies from half the pump are measured. To filter out the response at the image frequency we use an image-rejection filter (a sharp bandpass filter) on the input. This setup relies on the fact that the amplifier noise is uncorrelated between different frequencies. The setup is shown in Fig. 3.6.
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Figure 3.6: (a) The room temperature two-mode squeezing setup. The signal gets split after amplification before being fed into two digitizers. Two image rejection filters, filter out the unwanted part of the noise. (b) When mixing with a frequency $f_{LO} = f_s + f_{1F}$ any signal at frequency $f_s$ gets mixed down to the IF frequency. The noise at $f_{LO} + f_{1F}$ will however also end up at the IF frequency. The image-rejection filter is a sharp bandpass filter installed at the input of the digitizer to filter out the unwanted noise before mixing.
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3.3 Noise calibration

If we are interested in the noise performance of a device, it is needed to calibrate the microwave measurement setup, such that the noise generated by the device can be separated from the system noise. The system noise, which is the noise added by the setup, can be calibrated with the use of a controlled primary noise source. Such a noise source injects a well defined amount of noise depending on a user-controllable parameter. It is possible to separate the system noise from the noise injected by the noise source, if we then measure the noise at the output of the measurement setup as a function of this parameter. At the same time it is possible to calibrate the gain of the measurement setup. One example of such a primary noise source is the so-called hot-cold load. A switch is used to connect one of two matched impedances, which are kept at two different well-defined temperatures, to the input of the measurement setup. The noise injected by these impedances is Johnson-Nyquist noise, which depends on the temperature. If the temperature of the impedances is known accurately, it is possible to use such loads to calibrate the measurement setup. This method is also referred to as a Y-factor method. In our measurements, see Paper C, we have used another primary noise source, known as a Shot-Noise Tunnel Junction (SNTJ).

3.3.1 Noise calibration setup

The SNTJ is a 50 Ω aluminum-aluminum oxide-aluminum junction. The junction is kept normal by means of a permanent magnet installed in the enclosure of the junction. The calibration relies on the principle of measuring the noise of such a junction as a function of the bias voltage applied to the junction. More specifically we are interested in measuring the current noise spectral density $S_I(V, T)$ as it crosses over from the Johnson-Nyquist regime (where $S_I = 4k_B T / R_{SNTJ}$, for $V = 0$) to the shot noise regime (where $S_I = 2eI$, for $eV >> k_B T$). The full expression of the current noise spectral density at low frequency is:

$$S_I(V, T) = \frac{2eV}{R_{SNTJ}} \coth\left(\frac{eV}{2k_B T}\right) = 2eI \coth\left(\frac{eV}{2k_B T}\right),$$  \hspace{1cm} (3.2)

where $R_{SNTJ}$ is the resistance of the SNTJ, $T$ is the temperature and $V$ is the voltage across the junction. Measuring the noise at zero bias and at least in 2 points in the shot-noise dominated regime, will allow us to calibrate the gain and noise temperature of the measurement chain, making shot noise thermometry a good primary thermometry technique.

However, as we are dealing with temperatures $T << \frac{\hbar f}{k_B}$, where $f$ is the measurement frequency, we will need to account for the zero-point fluctuations. The formula for the current spectral density of the noise of the SNT becomes
then:

\[
S_I(f, V, T) = \frac{1}{R_{\text{SNTJ}}} \left( (eV + hf) \coth \left( \frac{eV + hf}{2k_B T} \right) \ight.
\]
\[
\left. + (eV - hf) \coth \left( \frac{eV - hf}{2k_B T} \right) \right) .
\] (3.3)

From here on we will use Eq. (3.3) to calculate the noise.

We measure the power at room temperature with a chain of amplifiers and a digitizer. The complete expression for the total noise power becomes:

\[
P_N(f, V, T) = G \cdot BW \cdot k_B \left[ T_N + \frac{R_{\text{SNTJ}} \cdot S_I}{4k_B} \right]
\]
\[
= G \cdot BW \cdot k_B \left[ T_N + \frac{1}{4k_B} \left( (eV + hf) \coth \left( \frac{eV + hf}{2k_B T} \right) \right. \right.
\]
\[
\left. \left. + (eV - hf) \coth \left( \frac{eV - hf}{2k_B T} \right) \right) \right] .
\] (3.4)

Here \( G \) is the gain of the measurement chain, \( BW \) is the measurement bandwidth, \( T_N \) is the noise temperature of the measurement chain. Note that in Eq. (3.4) we assumed that the SNTJ impedance is perfectly matched with the measurement setup. I have plotted this expression and the simplified classical version, derived using Eq. (3.2), in Fig. 3.7.

The SNTJ is biased with a filtered twisted pair of DC wires using a bias-T. At room temperature there is a bias resistor of \( R_b = 100 \, k\Omega \) in series with the twisted pair. Given that this resistance is much higher than the resistance of the junction, one can calculate the bias current across the junction \( I_b \) as follows:

\[
I_b = \frac{V_{b,\text{RT}}}{R_b},
\] (3.5)

where \( V_{b,\text{RT}} \) is the bias voltage set at room temperature. The bias voltage across the junction \( V_{b,\text{SNTJ}} \) is then simply calculated as follows:

\[
V_{b,\text{SNTJ}} = I_b R_{\text{SNTJ}}.
\] (3.6)

The resistance of the SNTJ was measured in a separate 4-probe measurement and was found to be 52.5 \( \Omega \). The necessity of a separate measurement of the SNTJ resistance can be avoided by using a 4-probe setup when performing the noise calibration, which allows for a direct measurement of \( V_{b,\text{SNTJ}} \).

To calibrate the actual setup, we have to inject the generated noise into the measurement line. This can be done with a microwave switch, where the measurement line with the low-noise amplifier can be connected to either the sample or the SNTJ. In our experiments we have chosen to combine the output of the SNTJ with the incoming signal in a 20 dB-directional coupler, see Fig. 3.5, before reflecting the signal off the sample and sending it up the measurement line. During the calibration procedure, we make sure that the
Figure 3.7: A calculation of the noise generated by the SNTJ as a function of the bias voltage, $V_{b,SNTJ}$, for a temperature $T = 20 \text{ mK}$, a SNT resistance of 50 $\Omega$ and a measurement frequency of 5 GHz. These calculations include no contribution of the measurement chain (assuming $G = 1$ and $T_N = 0$). Both the classical result and the quantum result, Eq. (3.4), are plotted.
resonance frequency of the sample is tuned out of the band of interest, such that it reflects all the generated noise to the amplifier.

The measurement setup used at room temperature is described in Fig. 3.8(a). We bias the SNTJ using an arbitrary wave generator (AWG), and we sweep the voltage with a triangle wave at a frequency of 123 Hz. This allows us to average the measured noise curves, by triggering on the start of the waveform. The noise power generated by the SNTJ is amplified at room temperature with two amplifiers before passing an image-rejection filter. As described in the previous section, the digitizer performs a heterodyne measurement of the incoming signal by mixing the signal down with a local oscillator to an IF frequency of $f_{IF} = 187.5$ MHz. The image-rejection filter is then responsible to filter out the image frequency. The power measured by the digitizer follows Eq. (3.4), but as positive and negative bias voltages give the same noise power, the result is frequency doubled compared to the applied triangle wave, see Fig. 3.8.

Each triangle period is sampled with 4000 points, which gives a sampling frequency $f_{\text{samp}} = BW = 4000 \times 123$ Hz $= 492$ kHz. Note that the bandwidth $BW$ is the same as $f_{\text{samp}}$, because we sample both quadratures. This means that positive and negative frequencies can be distinguished. For each measurement frequency I average 25000 periods together to get one noise power curve. We extract the Gain $G$, noise temperature $T_N$ and temperature $T$ as a function of frequency, by measuring these noise power curves at different measurement frequencies of interest (spaced 500 kHz apart) and fitting them using Eq. (3.4). Note that the $BW$ is chosen to be smaller than the step in measurement frequency. The peak-to-peak amplitude of the bias voltage triangle wave is $V_b = 1$ V at the output of the AWG. This should give a peak-to-peak bias voltage on the SNT of $V_{b,SNTJ} = 1$ V/2000 $= 500$ µV. This is significantly larger than the voltage, $V_{co}$, at which the transition between the zero-point fluctuations and the shot-noise regime occurs, see Fig. 3.7:

$$V_{co} = \frac{hf}{e} = \frac{h \times 5 \text{ GHz}}{e} \approx 20 \text{ µV} < \frac{V_{b,SNTJ}}{2} = 250 \text{ µV}. \quad (3.7)$$

### 3.3.2 Calculation of the added noise

The noise calibration was used to quantify the noise performance of the multimode parametric amplifier, see Paper C. In principle we now have all the tools needed to calculate the amount of noise which the JPA adds. I will do this rigorously in number of photons, approximating the measurement chain according to Fig. 3.9. The components between the SNTJ and the JPA are represented as a single element with insertion loss factor $A_{IL} = 1/G_{IL} > 1$. The noise temperature ($T_{N,IL}$) and the number of added noise photons ($N_{IL}$)
Figure 3.8: The waveform from the AWG is sent through a 100 kΩ bias resistor, via a twisted pair and a bias-T. The RF measurement line coming from the cryostat is amplified with two room temperature amplifiers. We perform a heterodyne measurement with an Aeroflex digitizer and calculate the emitted shot-noise power. In order to filter out the image frequencies from the downconversion process in the digitizer we have used an image-rejection bandpass filter. The AWG and the digitizer share a 10 MHz reference and the AWG waveform trigger is also supplied to the digitizer to trigger the capture. The AWG is set to generate a triangle wave with a frequency of 123 Hz. The SNT will however generate noise curves at double this frequency (both positive and negative bias voltages generate the same output noise power). The digitizer is triggered on the rising edge of the AWG trigger signal and captures 4000 points per period, giving a sampling frequency of $4000 \times 123 \text{ Hz} = 492 \text{ kHz}$. This will be the bandwidth value used when fitting the noise power curves. For each measurement frequency I average 25000 periods together.
of such an element is given by:

\[ T_{N,IL} = T_{IL} (A_{IL} - 1) \]  \hspace{1cm} (3.8)

\[ N_{IL} = \frac{1}{2} \coth \left( \frac{hf}{2k_B T_{IL}} \right) (A_{IL} - 1), \]  \hspace{1cm} (3.9)

where \( T_{IL} \) is the physical temperature of the components causing the insertion loss. The JPA contributes to the chain with a gain \( G_J \) and added noise number \( N_J \). When the JPA is turned off, \( G_J = 1 \) and \( N_J = 0 \) (this does assume that the unpumped JPA is strongly overcoupled). The effect of the rest of the measurement chain is abstracted in the element labeled “System”, with a total gain \( G_{SYS} \) and added noise of \( N_{SYS} \).

We can now make an analysis of the signal-to-noise ratio (SNR) for the setup, both with the JPA turned on and off. The input noise into the measurement line is the noise generated by the unbiased SNTJ, which is essentially vacuum noise \( (N_{in} = \frac{1}{2} \coth \left( \frac{hf}{2k_B T_{SNTJ}} \right) \approx 0.5) \). As the insertion loss element is at the same physical temperature as the SNTJ, the total noise at the output of the insertion loss element, \( N_{out,IL} \), is thus:

\[ N_{out,IL} = \frac{1}{2} \coth \left( \frac{hf}{2k_B T_{SNTJ}} \right) + N_{IL} \]

\[ = \frac{1}{2} \coth \left( \frac{hf}{2k_B T_{SNTJ}} \right) + \frac{1}{2} \coth \left( \frac{hf}{2k_B T_{SNTJ}} \right) (A_{IL} - 1) \]

\[ = N_{in} + \frac{N_{in} (A_{IL} - 1)}{A_{IL}} \]

\[ = N_{in}. \]  \hspace{1cm} (3.10)

The effect is thus that the noise is unchanged, but any signal which has passed will be attenuated with a factor \( 1/A_{IL} \).

We can now calculate the output signal level \( (S_{out}) \) and output noise level \( (N_{out}) \) at the output of the whole chain, with the JPA off:

\[ S_{out,0} = G_{SYS} \cdot \frac{1}{A_{IL}} \cdot S_{in} \]

\[ N_{out,0} = G_{SYS} \left( N_{SYS} + \frac{1}{A_{IL}} (N_{IL} + N_{in}) \right) \]

\[ = G_{SYS} (N_{SYS} + N_{in}). \]  \hspace{1cm} (3.11)

We can do the same with the JPA on:

\[ S_{out,JPA} = G_{SYS} \cdot G_J \cdot \frac{1}{A_{IL}} \cdot S_{in} \]

\[ N_{out,JPA} = G_{SYS} \left( N_{SYS} + G_J \left( N_J + \frac{1}{A_{IL}} (N_{IL} + N_{in}) \right) \right) \]

\[ = G_{SYS} (N_{SYS} + G_J (N_J + N_{in})). \]  \hspace{1cm} (3.12)
Figure 3.9: Simplified schematic of the measurement chain and an analogue representation. We represent the loss of the components between the SNTJ and the sample by means of the insertion loss $A_{IL}$. The insertion loss will also add noise, represented by $N_{IL}$, which is referred to its input. The noise generated by the unbiased SNTJ is vacuum noise, represented by $N_{in}$, as the temperature of the SNTJ was calibrated to be close to 10 mK. The input signal is labelled as $S_{in}$. The JPA is has a gain $G_{J}$ and an added noise, referred to its input, of $N_{J}$. Finally the rest of the measurement chain is represented by the gain $G_{SYS}$ and the added noise $N_{SYS}$. These two quantities are quantified in the noise calibration.
3.3. NOISE CALIBRATION

Here $S_{\text{in}}$ represents the input signal. From Eqs. (3.11) and (3.12), we can calculate the output SNR ($\text{SNR}_{\text{out}}$):

$$\text{SNR}_{\text{out},0} = \frac{G_{\text{SYS}} \cdot \frac{1}{A_{\text{IL}}} \cdot S_{\text{in}}}{G_{\text{SYS}} (N_{\text{SYS}} + N_{\text{in}})} = \frac{\frac{1}{A_{\text{IL}}} \cdot S_{\text{in}}}{N_{\text{SYS}} + N_{\text{in}}}$$

$$\text{SNR}_{\text{out,JPA}} = \frac{G_{\text{SYS}} \cdot G_{\text{J}} \cdot \frac{1}{A_{\text{IL}}} \cdot S_{\text{in}}}{G_{\text{SYS}} (N_{\text{SYS}} + G_{\text{J}} (N_{\text{J}} + N_{\text{in}}))} = \frac{G_{\text{J}} \cdot \frac{1}{A_{\text{IL}}} \cdot S_{\text{in}}}{N_{\text{SYS}} + G_{\text{J}} (N_{\text{J}} + N_{\text{in}})}.$$  

(3.13)

The SNR improvement $\Delta \text{SNR}$ is then:

$$\Delta \text{SNR} = \frac{\text{SNR}_{\text{out,JPA}}}{\text{SNR}_{\text{out},0}} = \frac{G_{\text{J}} (N_{\text{SYS}} + N_{\text{in}})}{N_{\text{SYS}} + G_{\text{J}} (N_{\text{J}} + N_{\text{in}})} = \frac{N_{\text{SYS}}}{G_{\text{J}}} + N_{\text{J}} + N_{\text{in}}.$$  

(3.14)

An example of how the signal and noise levels as well as the SNR evolves throughout the measurement chain, both with the JPA turned on and off, is shown in Fig. 3.10(a) and Fig. 3.10(b) respectively. The maximum SNR improvement possible happens when the $G_{\text{J}} \to \infty$ ($N_{\text{J}} \to 0.5$) and the input $T_{\text{SNTJ}} = 0$ ($N_{\text{in}} = 0.5$). In this case $\Delta \text{SNR} \to 0.5 + N_{\text{SYS}}$.

The input noise $N_{\text{in}}$ is a quantity we get from the SNTJ calibration. The $\Delta \text{SNR}$ and the gain of the JPA are quantities which are extracted from the measurements. $N_{\text{SYS}}$ is calculated from Eq. (3.11) using the measured value of $N_{\text{out},0}$:

$$N_{\text{out},0} = G_{\text{SYS}} (N_{\text{SYS}} + N_{\text{in}})$$

$$N_{\text{SYS}} = \frac{N_{\text{out},0}}{G_{\text{SYS}}} - N_{\text{in}}.$$  

(3.15)

$G_{\text{SYS}} = A_{\text{IL}} \cdot G_{\text{TOT}}$ is calculated from the total gain of the measurement chain $G_{\text{TOT}}$ (from the SNTJ calibration, with the JPA turned off) and the insertion loss $A_{\text{IL}}$. With these numbers the noise added by the JPA can be calculated as:

$$N_{\text{J}} = N_{\text{SYS}} \left( \frac{1}{\Delta \text{SNR}} - \frac{1}{G_{\text{J}}} \right) + N_{\text{in}} \left( \frac{1}{\Delta \text{SNR}} - 1 \right)$$  

(3.16)
3. EXPERIMENTAL TECHNIQUES

Figure 3.10: Evolution of (a) the signal and noise level and (b) the SNR throughout the measurement chain. The input SNR is 20 dB. \( G_{SYS} = 80 \) dB and \( G_J = 25 \) dB. The JPA is assumed to be quantum limited, \( N_J = 0.5 \), and \( N_{SYS} = 20.8 \). The insertion loss is 1 dB. We used an input noise level set by the temperature of 20 mK, a bandwidth of 50 Hz and a frequency of 5 GHz, when calculating the power levels. We assume that the JPA is quantum limited. The \( \Delta SNR \) is marked in panel (b) and is 13.02 dB \( (< \Delta SNR_{\text{max}} = 13.28 \text{ dB}) \).
4

Results

I have theoretically discussed the different parametric effects in Chapter 2. In this chapter I present the results of the appended papers, where I first discuss the dynamical Casimir effect. Next I discuss the parametric amplification where I show that we can reach quantum-limited performance for both the single-mode pumping scheme and the multimode pumping scheme. I also present some data where the pump is on resonance with mode 2, 3 and 4 at the same time. I then continue to present our first measurements on the intermode conversion in a multimode resonator, where the pump frequency is at the difference frequency of two modes, inducing a beam splitter like interaction between the modes. Finally I also discuss the measurements on the Mach-Zehnder interferometer, showing that the device performs qualitatively the same as in our simulations, with an on-off ratio as large as 45 dB.

4.1 The dynamical Casimir effect

The DCE has eluded experimental verification for more than 40 years, since the first proposals in 1970. A number of theoretical derivations have been made and I have discussed these in Section 2.4. In this section I will take a look at the experimental realization of the DCE and I will discuss the results found in Paper A a bit more in detail.

We have measured and observed the DCE in two different samples. These samples are made on a Si substrate, which is covered by a 400 nm thick layer of thermally grown SiO₂. The metal layer is all aluminum and is deposited in a two-angle evaporation process after patterning the double resist layer with e-beam lithography, see also Section 3.1. The two samples consist of a coplanar-waveguide transmission line which is shorted to ground by means of a SQUID. The length of the transmission line, counted from the taper onto the chip to the SQUID is different for the two samples and was 43 mm for sample 1 and 0.1 mm for sample 2. The difference is chosen to prevent
possible problem with stray resonances formed between the bonding wires and the SQUID. For these lengths, these resonances would fall firmly outside of the available measurement band of our setup. The normal resistance of the SQUID is $170\,\Omega$ and $218\,\Omega$ for samples 1 and 2 respectively. This gives an $L_{sq} = 180\,\text{pH}$ for sample 1 and $230\,\text{pH}$ for sample 2. The inductance of the SQUID can be modulated using an on-chip tuning line, which is shorted on the sample 20 $\mu\text{m}$ from the SQUID. The samples where bonded into a sample holder onto which an external coil was mounted for DC flux tuning. We have also checked that there is an isolation between the on-chip tuning line and the transmission line, which is terminated by the SQUID, which is larger than 50 dB.

The samples were installed in a wet dilution refrigerator (an Oxford Instruments Kelvinox-400 High Access) at the mixing chamber. The base temperature of the cryostat was approximately $25\,\text{mK}$. The samples are connected with a well-filtered superconducting coax line to the low-noise cryogenic HEMT amplifier (a Low Noise Factory LNF-LNC4_8A). The noise temperature of the setup has been verified in a separate measurement to be approximately $6\,\text{K}$. There is a well attenuated probe line for characterization of the sample, which is separated from the measurement line by means of a circulator. Another circulator installed between the sample and the amplifier is terminated with $50\,\Omega$ in order to provide extra isolation. We know from previous experiments that the radiation temperature at the sample is comparable with the physical temperature of the cryostat. The full setup is shown in Fig. 4.1.

The first measurements which are performed are reflection measurements on the SQUID as a function of DC magnetic flux. As the inductance of the SQUID changes periodically with flux, we look for a periodic pattern in the phase of the reflection coefficient, see Fig. 1 in the supplementary material of Paper A. We biased the SQUID at $\Phi_{DC} = -0.35\Phi_0$.

The next step is to modulate the SQUID inductance sinusoidally with a pump frequency $f_p$. We know from Eq. (2.77) that the maximum output power is expected at $f_p/2$, so to find a good pump frequency we record the output power at $f_p/2$ as a function of pump power, $P_p$, and frequency. This data is presented in Fig. 2 of the supplementary material of Paper A. Essentially we see that there is radiation produced over the whole available measurement band. In the results presented here the pump frequency was fixed at 10.3 GHz.

At this pump frequency we then proceed to measure the DCE radiation as a function of the detuning from half the pump frequency. We do this by sweeping the analysis frequency and record the output power with two digitizers simultaneously at symmetric frequencies around $f_p/2$, and this at different $P_p$. These outputs were measured up to a detuning of $\pm850\,\text{MHz}$ (up to the maximum frequency of our digitizers of 6 GHz) is presented in Fig. 4.2. We can see that there is a clear symmetry in the output photon flux density between the positive and negative detuned frequencies. This is to be expected according to Eq. (2.77). The output does not show the expected
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Figure 4.1: The microwave measurement setup. The DCE samples were installed at the mixing chamber of a wet dilution cryostat. The probe line down to the sample is attenuated with $-56$ dB. It is separated from the output by a circulator. An additional circulator, terminated with $50 \, \Omega$, provides isolation from the noise of the amplifier line. There are filters installed to filter out any radiation falling outside of the circulator band. The amplifier is a cryogenic low-noise HEMT amplifier. Flux modulation of the SQUID at high frequency is done by means of an on-chip CPW transmission line shorted to ground $20 \, \mu m$ from the SQUID. External DC flux biasing is done by means of an external coil mounted on the sample holder. The micrograph shows one of the samples with a $43 \, mm$ long transmission line. The center line is marked in blue, whereas the flux tuning line is marked red.
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Figure 4.2: Photon generation by the dynamical Casimir effect. These panels show the output photon flux density as a function of detuning from $f_p/2$ and pump power, $P_p$. The SQUID is modulated with $f_p = 10.3 \text{GHz}$ and the radiation is produced symmetrically around $f_p/2$. The upper panel shows the measured photon flux density for negative detunings while the bottom panels show the results for positive detunings. The symmetry in the output spectrum with respect to $f_p/2$ is clearly visible. The corrugated structure can be explained by spurious resonance present in the measurement line.

parabolic shape of the output spectrum. The reason for this is twofold. First, the measurement band of 1.7 GHz only a small region around the top of the parabola. On top of that we also see that there is clearly a corrugated structure in the output spectrum. This is because the mode density of the transmission line varies due to stray resonances in the transmission line. The parabolic shape is only valid when the mode density is flat, which is the case for an ideal transmission line. The output photon flux density increases with $P_p$. For pump powers, $P_p$, larger than 100 pW (referred to the sample) the output saturates. We assume that this is the point where the Josephson inductance saturates because the AC flux amplitude reaches $0.15 \Phi_0$, such that the sum of the DC and AC flux reaches $0.5 \Phi_0$, see Fig. 2e in Paper A.

Another signature of the DCE is two-mode squeezing. In Section 2.4.3 I discuss two-mode squeezing a bit more in detail. To calculate the amount of squeezing, we measure the quadratures at frequencies symmetric around $f_p/2$. We do this by splitting the signal after amplification in two different
microwave digitizers. When we do this we make use of the fact the noise of the amplifiers is uncorrelated between different frequencies. An important property is that the even though the two-mode squeezing increases with $P_p$, the individual modes remain unsqueezed. This is shown in Fig. 4.3(a) for a detuning of 588 MHz from $f_p/2$. The two-mode squeezing has a specific structure for the voltage correlators where $\langle I_+ I_- \rangle = -\langle Q_+ Q_- \rangle$, see Fig. 4.3(b) and $\langle I_+ Q_- \rangle = \langle I_- Q_+ \rangle$. The latter cross correlator can be made equal to zero by changing the pump phase. We have also measured the two-mode squeezing as a function of temperature and this for three different detunings from $f_p/2$ and a pump power of 100 pW.

Finally we have also measured the normalized second-order correlation function $g^{(2)}_{+-}$, see Eq. (2.81). In Fig. 4.5, we measure $g^{(2)}_{+-}$ as a function of pump power. The first digitizer is then set to $f_p/2 - 712$ MHz and the second digitizer is set to $f_p/2 + 712$ MHz. We then offset the second digitizer from this symmetric frequency to see $g^{(2)}_{+-}$ disappear. This shows that there is photon bunching between symmetric frequencies around $f_p/2$. The width of the peak is set by the bandwidth of the digitizers (10 MHz). Even though we see bunching, $g^{(2)}_{+-}$ never becomes larger than two, meaning that we have not observed the expected superbunching.

In conclusion we have measured the DCE in a transmission line terminated to ground with a SQUID. We observed broadband generation of radiation in a frequency span of 1.7 GHz centered around half the pump frequency. We have also measured the correlations in the noise measured symmetrically around $f_p/2$ and we have shown that the noise exhibits two-mode squeezing. These measurements are clear signatures of the DCE. What remains is to explicitly prove the non-classicality of the radiation and show the parabolic spectrum of the radiation.72

### 4.2 Parametric amplification in a multimode resonator

In this section I will present the results from Paper C. In Section 2.2 I have treated phase-insensitive parametric amplification for both the degenerate and the nondegenerate case theoretically. We have performed careful noise calibrations to characterize the performance of the measurement chain according to the procedures described in Section 3.3.

The parametric amplifier we used in Paper C is a quarter-wavelength resonator, terminated to ground using a SQUID. The CPW resonator has a length of 3 cm, giving it a bare resonance frequency (meaning neglecting the SQUID) of 959 MHz. This is substantially lower than the lower cutoff of our measurement setup, which is 4 GHz. The frequency was chosen such that several higher modes of the resonator fall within the bandwidth, allowing us to study multimode parametric effects. The spectrum of the resonator follows the
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Figure 4.3: Two-mode squeezing of the DCE radiation. (a) The two-mode squeezing of the field, measured with a detuning from $f_p/2$ equal to 588 MHz, as a function of $P_p$. The SQUID is pumped at $f_p = 10.3$ GHz. We see that the two-mode squeezing increases with pump power, while the individual modes remain unsqueezed. (b) The normalized cross-correlation $\langle I_+ I_- \rangle / P_{avg}$ and $\langle Q_+ Q_- \rangle / P_{avg}$, measured at a detuning from $f_p/2$ equal to 833 MHz. The cross-correlation reaches as high as 25% and clearly shows that $\langle I_+ I_- \rangle = -\langle Q_+ Q_- \rangle$ as predicted.
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Figure 4.4: Two-mode squeezing as a function of temperature. The two-mode squeezing of the field measured for three different detunings from $f_p/2$ as a function of temperature. The SQID is pumped at $f_p = 10.3 \text{ GHz}$ with a pump power of 100 pW. With increasing temperature, the two-mode squeezing starts to drop off.

Figure 4.5: The normalized second-order correlation function. We have performed measurements of the $g^{(2)}_{+}$ function as a function of pump power and offset between the digitizers. At zero offset, the digitizers are detuned from $f_p/2 = 5.15 \text{ GHz}$ by ±712 MHz. We then offset one of the digitizers from this symmetric frequency. This will lower the measured $g^{(2)}_{+}$ and the width of the peak will be the bandwidth of the digitizers, 10 MHz. When increasing the pump power $g^{(2)}_{+}$ rises, and although the radiation shows bunching it never becomes larger than two.
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DC Magnetic Flux $\Phi_{DC}$ /$\Phi_0$

Figure 4.6: Measured resonance frequencies of the different modes ($m = 2, 3$) as a function of DC magnetic flux $\Phi_{DC}$ (red circles). At zero DC flux bias, the resonance frequencies of modes 2 and 3 are, respectively, 4.713 GHz and 6.588 GHz. The blue line is a fit to the mode resonance frequencies $f_m(\Phi_{DC})$. The resonances were fit simultaneously by numerically solving the characteristic Equation, see Eq. (2.38).

Our Josephson parametric amplifier is operated by magnetic flux-pumping. This is achieved by applying an AC tone to the on-chip flux line, while keeping the DC flux constant at a fixed nonzero value. Our measurements are performed around a DC flux of $-0.44\Phi_0$, denoted by the green dashed line.

dispersion relation, see Eq. (2.38). The SQUID has a critical current of 1.65 $\mu$A which translates into a Josephson inductance of 200 pH. We have two modes, $m = 2, 3$, accessible in the measurement bandwidth and the dependance of the mode frequencies on the DC magnetic flux is shown in Fig. 4.6. Fitting the spectrum numerically with the dispersion relation allows us to extract a SQUID inductance participation ratio $\gamma = L_{sq,0}/(L_0d) = 1.76\%$. The capacitance participation ratio, $C_{sq}/(C_0d)$, was found to be negligible. The resonator is coupled to the measurement line with an interdigitated coupling capacitor of $C_c = 53$ fF. The internal damping rate of the resonator was found to be significantly lower than the coupling rate to the measurement line, meaning that the resonator is firmly overcoupled. The internal quality factor, $Q^i$ was approximately 3750, independent of the mode number, whereas the external quality factor, $Q^e$ was about 500 for mode 2 and 460 for mode 3. The sample was fabricated using the same techniques as the DCE samples. The sample consist of two-angle evaporated aluminum on top of intrinsic silicon. The patterning was done using electron-beam lithography, for more details see Section 3.1.

The sample was installed at the mixing chamber stage of a dry dilution cryostat (a Bluefors LD250) with a base temperature < 10 mK. The measurement setup is shown in Fig. 3.5 and discussed in Section 3.2.2. The DC flux biasing is achieved in the same way as in the DCE measurements, using a
superconducting external coil mounted on the sample holder. For the AC flux

tuning there is an on-chip transmission line which couples inductively to the

SQUID. This flux pump line is terminated off-chip using a 50Ω load. The

line is also attenuated with 40 dB and filtered with an 18 GHz low-pass filter.

The shot-noise calibration setup consists of a SNTJ mounted on the mixing

chamber. It is combined with the signal line, which is attenuated with 40 dB

on its way down to the mixing chamber, in a 20 dB directional coupler. The

SNTJ is biased with a superconducting twisted pair through a Bias-T. The

microwave-frequency noise is then fed into the directional coupler. The twisted

pairs for the SNTJ and the DC flux biasing are filtered at the 3 K stage with

a copper-powder filter.

When we perform the shot-noise calibration we are able to quantify the

performance of the measurement chains in terms of its added noise and the

total gain. We follow the method set out in Section 3.3 and we have extracted

the added noise referred to the input of the JPA. As described above, the

components between the SNTJ and the input of the JPA need to be taken into

account. We have measured the attenuation of these components in a separate

measurement and found it to be 1.75 ± 0.4 dB for the frequency range around

mode 2 and 2.25 ± 0.4 dB for the frequency range around mode 3. We present

the added noise referred to the input of the JPA, \( N_{\text{SYS}} \), and the gain, \( G_{\text{SYS}} \)

of the measurement setup in Fig. 4.7. These have been measured with the JPA

turned off and tuned out of the frequency band of interest. We use the results

of these measurements to analyze the performance of the JPA.

4.2.1 Single-mode parametric amplification

For the single-mode parametric amplification we have measured the gain, \( G_J \),

the signal-to-noise improvement, \( \Delta \text{SNR} \), and the change in the noise floor as

a function of pump frequency, \( f_p \), and pump power, \( P_p \). The circuit is flux

biased at \( \Phi_{\text{DC}} = -0.44 \Phi_0 \) so that the resonance frequency of mode 2 is tuned
down to 4.420 GHz. We measure the power spectrum in a 100 kHz wide band

centered around our signal which is offset from \( f_p/2 \) with 100 kHz, so that we

have nondegenerate amplification. Because of the offset between the signal

frequency and \( f_p/2 \) this will be single-mode, phase-insensitive parametric

amplification. We measure the signal gain, as well as the increase in the noise

floor. Using these we can calculate the \( \Delta \text{SNR} \). We present \( G_J \), \( \Delta \text{SNR} \) and

the minimum added noise \( N_J \) as a function of \( G_J \) in Fig. 4.8. We do this by

calculating the added noise for each point in Fig. 4.8(a) and then retaining the

points with the lowest noise for each 0.1 dB wide range of gain in Fig. 4.8(c).

The maximum \( \Delta \text{SNR} \) we reach is 10.5 dB. We see that the noise follows the

quantum limit, see Eq. (2.39), nicely and that the added noise drops below

0.5 photons for low gain. The error bars are the result of the uncertainty on

the insertion loss of the components between the SNTJ and the JPA.

We have also measured the \( G_J \) as a function of signal frequency with a

vector network analyzer sweeping \( f_p \) and \( P_p \). For each pump setting we sweep
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Figure 4.7: Measurement setup performance. (a) The gain, $G_{\text{SYS}}$, of the measurement setup in a frequency band around mode 2 (at a DC flux bias of $-0.44\Phi_0$), from the input of the JPA onwards. (b) $G_{\text{SYS}}$, of the measurement setup in a frequency band around mode 3. (c) The added noise, $N_{\text{SYS}}$, of the measurement setup, referred to the input of the JPA, around mode 2. (d) $N_{\text{SYS}}$ around mode 3. These have been measured using the method described in Section 3.3. We have measured the combined insertion loss of these components in a separate measurement and found it to be $1.75 \pm 0.4$ dB for the frequency range around mode 2 and $2.25 \pm 0.4$ dB for the frequency range around mode 3. The error bars reflect the uncertainty of the insertion loss for the components between the SNTJ and the input of the JPA.
Figure 4.8: Single-mode pumping of mode 2. (a) Power gain, (b) SNR improvement, \( \Delta \text{SNR} \), observed at \( f_p/2 + 100 \text{kHz} \). The optimal point of operation is where the maximum \( \Delta \text{SNR} \) is achieved, which is 10.5 dB in this case. The black line in panel (b) marks the points with a maximum \( \Delta \text{SNR} \) as a function of pump power. Panel (c) shows the minimum added noise as a function of gain (in 0.1 dB wide bins). The error bars reflect the uncertainty on the insertion loss of the components installed between the SNTJ and the sample (1.75 ± 0.4 dB). The blue line marks the quantum limit as a function of gain, see Eq. (2.39). The orange line shows the \( \Delta \text{SNR} \) as a function of gain taken along the black line in panel (b).
the signal frequency and record $G_J$. This allows us to extract the bandwidth of the JPA, which we do by fitting a Lorentzian to the response, see Fig 6(b) in Paper C. With increasing pump power we can then see that the gain-bandwidth product, $\sqrt{GBW}$, shows a plateau at 12 MHz. For the higher pump powers (when $G_J > 20$ dB), $\sqrt{GBW}$ starts to drop off, which is most likely due to the crossover into the parametric oscillation regime.

Finally, we have also measured the gain compression. We have done this for a moderate gain, $G_J \approx 10.5$ dB. We do this by biasing the pump for the desired gain and then sweep the signal power. The gain compression is characterized by the 1 dB compression point, the signal power for which the gain is compressed with 1 dB. This occurred at a signal power of -133.5 dBm, referred to the input of the sample. We show the gain as a function of signal power in Fig. 4.9.

### 4.2.2 Multimode parametric amplification

#### Two-mode parametric amplification

As I have described in Section 2.2 there exist another operation scheme where the pump is on resonance with the sum of two modes. We again DC flux bias the circuit at $\Phi_{DC} = -0.44\Phi_0$. At this flux bias the mode frequencies are $f_2 = 4.420$ GHz and $f_3 = 6.219$ GHz. We have measured the gain $G_J$ and the increase in the noise floor in a similar way as in the single-mode case. We sweep the pump frequency, $f_p$, and pump power tracking the pump at $f_p/2 \pm 899$ MHz, such that the signal ends up in either mode 2 or 3, with a
signal offset $\Delta = \pm 500$ kHz. We then measure the power spectrum in a 100 kHz bandwidth around the signal. The $G_J$ and $\Delta$SNR are shown in Fig. 4.10. The maximum $\Delta$SNR is 9.5 dB and 10.5 dB for modes 2 and 3, respectively. We also extracted the minimum added noise as a function of gain in a similar fashion as in the single-mode case. For low gain, the added noise closely follows the quantum limit, but for higher gains the added noise starts to increase.

We also recorded the gain as a function of signal frequency, where we fixed the pump frequency and amplitude. This allowed us to extract the maximum gain and the bandwidth. The gain-bandwidth product $\sqrt{GBW}$ as a function of $P_p$ is presented in Fig. 8 in Paper C. For low gain, we find $\sqrt{GBW}$ plateaus at 17.5 MHz for both modes. When increasing $P_p$, $\sqrt{GBW}$ starts to drop off when the gain surpasses 20 dB. As before this is most likely when we enter the parametric oscillation regime. Finally we also present the gain compression. We have biased the circuit such that we have approximately 11 dB of gain. We then increased the signal power and the point at which the gain was compressed by 1 dB was -133 dBm and -131 dBm for modes 2 and 3 respectively.

Simultaneous single-mode and two-mode parametric amplification

Finally we also present some measurements where the pump is on resonance with twice the frequency of mode 3. Interestingly, the pump is at the same time on resonance with sum of the frequencies of mode 2 and mode 4. This is because the spectrum is fairly equidistant due to the limited SQUID participation ratio. Furthermore the widths of the resonances are relatively large due to the modest quality factors. For the flux bias point of $\Phi_{DC} = -0.445\Phi_0$ the modes are found at 4.398 GHz for mode 2, 6.197 GHz for mode 3 and 8.006 GHz for mode 4. We present measurements of $G_J$ and $\Delta$SNR as a function of $f_p$ and $P_p$. To measure the response in modes 2 and 4 we track the pump at $f_p/2 \pm 1.8005$ GHz, which gives a $\Delta = \pm 3.5$ MHz. Note that this is significantly larger than the signal detunings used before. As an effect this will lower the maximum gain we can reach. For mode 3 the data is taken at $f_p/2 + 100$ kHz ($\Delta = 100$ kHz). The results are shown in Fig. 4.11, where we reach a maximum SNR improvement of $\Delta$SNR = 6.7 dB and $\Delta$SNR = 11.7 dB for modes 2 and 4 respectively. In mode 3 the maximum SNR improvement was $\Delta$SNR = 11 dB. Unfortunately it was very difficult to get an accurate calibration of the added noise and the gain of the measurement chain as mode 4 ended up close to the edge of the measurement band (which is 8 GHz). This means that it is impossible to report accurate numbers for the noise performance of this pumping scheme. Nevertheless the reported $\Delta$SNR is similar as for the other pumping schemes.

In conclusion, we have measured parametric amplification in a multimode CPW resonator. We have performed a careful calibration of the measurement setup using a SNTJ. We have shown that we can reach quantum-limited performance in both the single-mode operation scheme as well as in the multimode operation scheme. The optimal point of operation is the point
Figure 4.10: Multimode pumping at the sum frequency of modes 2 and 3. (a) and (b) Power gain and (c) and (d) improvement in SNR observed at $f_p/2 - 899$ MHz (mode 2, left column) and at $f_p/2 + 899$ MHz (mode 3, right column). The optimal point of operation gives a maximal $\Delta$SNR of $9.5\,\text{dB}$ and $10.5\,\text{dB}$ for modes 2 and 3 respectively. Panels (e) and (f) show the minimum added noise as a function of gain (in 0.1 dB wide bins). The error bars reflect the uncertainty on the insertion loss of the components installed between the SNTJ and the sample ($1.75 \pm 0.4\,\text{dB}$ for mode 2 and $2.25 \pm 0.4\,\text{dB}$ for mode 3). The blue line marks the quantum limit, see Eq. (2.39).
Figure 4.11: Multimode pumping at twice the frequency of mode 3. (a), (c) and (e) Power gain and (b), (d), (f) improvement in SNR for modes 2, 3 and 4 respectively. The response is measured at $f_p/2 - 1.8005 \, \text{GHz}$ (mode 2, top row), $f_p/2 + 1.8005 \, \text{GHz}$ (mode 4, bottom row) and $f_p/2 + 100 \, \text{kHz}$ (mode 3, middle row). The optimal point of operation gives a maximal $\Delta \text{SNR}$ of 6.7 dB, 11 dB and 11.7 dB for modes 2, 3 and 4 respectively. Note that the optimal point of operation is not the same for the combination of modes 2 and 4, compared to mode 3.
4. RESULTS

with the largest SNR improvement. In the single-mode operation scheme, we reach a $\Delta\text{SNR} = 10.5 \, \text{dB}$. At that point the parametric amplifier adds about 0.7 photons, which translates in a total noise referred to the SNTJ of 1.5 photons (including the noise from the insertion loss and the following amplifiers). In the multimode operation scheme (when pumping at the sum frequency of modes 2 and 3), the maximum $\Delta\text{SNR} = 9.5 \, \text{dB}$ for mode 2 and $\Delta\text{SNR} = 10.5 \, \text{dB}$ for mode 3. This translates to an added noise by the parametric amplifier of 1.0 photons and 0.7 photons form modes 2 and 3 respectively. Translated to the SNTJ this gives a total noise of 2.59 photons and 1.76 photons. Finally I also presented results where we pump the amplifier at twice the frequency of mode 3. Because of the spectrum is fairly equidistant, we also see amplification in mode 2 and 4 at this point because $2f_3 \approx f_2 + f_4$. The maximal $\Delta\text{SNR} = 6.7 \, \text{dB}$ for mode 2, $\Delta\text{SNR} = 11 \, \text{dB}$ for mode 3 and $\Delta\text{SNR} = 11.7 \, \text{dB}$ for mode 4. It was not possible to do a full noise calibration for mode 4 as the mode frequency was on the edge of the available measurement band.

4.3 Intermode conversion in a multimode resonator

In this section I present my measurements on the intermode conversion between different pairs of modes. I discuss the results found in Paper D and also show some preliminary results where we couple three different modes using two pump frequencies simultaneously.

The sample used in Paper D consists of a quarter-wavelength CPW transmission line resonator with a length of 3 cm, terminated to ground in one end using a SQUID. The inductance of the SQUID at zero magnetic flux, was found to be 223 $\text{pH}$, from a normal resistance measurement resulting in $R_N = 213 \, \Omega$. This means that the critical current is $1.48 \, \mu\text{A}$. We estimate the SQUID participation ratio $\gamma_0 = 1.95 \%$. At the other side of the CPW the resonator is coupled to the measurement line by means of an interdigitated coupling capacitance of 53 fF. The resonator was designed such that the fundamental resonance frequency is close to 1 GHz, just as in the sample used for the parametric amplification measurements presented in Paper C. In order to provide sufficient selectivity between the different pairs of modes, we have used a stepped impedance design. We have divided the resonator into six equal sections. We vary the impedance between the sections by changing the ratio between the width of the center conductor, $W_{\text{CPW}}$, and the gap between the ground planes and the center conductor, $G_{\text{CPW}}$. This is done in such a way that the distance between the ground planes remains constant, $(2G_{\text{CPW}} + W_{\text{CPW}} = 27 \, \mu\text{m})$, see Fig. 4.12. The exact dimensions were determined by means of a microwave simulation using Microwave Office, where the geometry was optimized to spread out the frequency difference between neighboring modes as far as possible. The resulting design is presented in Table II in Paper D.
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Figure 4.12: A microscope image of the stepped impedance CPW transmission line resonator. The sample consists of a 3 cm long transmission line divided into six sections. The impedance of each section is varied by changing the ratio between the width of the center conductor, $W_{\text{CPW}}$, and the gap between the ground planes and the center conductor, $G_{\text{CPW}}$. This is done in such a way that the distance between the ground planes remains constant, $(2G_{\text{CPW}} + W_{\text{CPW}} = 27 \mu m)$. The bottom left panel shows an SEM image of the taper between the sections. The resonator is coupled to the measurement line by means of an interdigitated coupling capacitance of 53 fF, which is shown in the bottom right panel.
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The sample is installed at the mixing chamber of a dry dilution cryostat (a Bluefors LD250), with a base temperature of approximately 10 mK, and is measured using a microwave reflectometry setup. In contrast to the setups used in the DCE and parametric amplification measurements, this setup used a wideband cryogenic low-noise HEMT amplifier (a low noise factory LNF_LNC1_12A with a bandwidth of 1 to 12 GHz). The input signal is separated from the output by means of a 20 dB directional coupler. In order to isolate the sample from any noise coming down the amplifier line we have installed two 3 to 12 GHz isolators. This means that we have access to six different modes in the available bandwidth. There is an on-chip tuning line for modulating the magnetic flux through the SQUID loop and an external superconducting coil mounted on the sample holder for DC flux tuning. The measurement setup is given in Fig. 1 in Paper D.

We start out by measuring the spectrum of the resonator as a function of applied magnetic DC flux $\Phi_{DC}$, see Fig. 4.13. I compare the measured resonance positions with the result of the microwave simulations and we see that even though there is an offset between the results and the simulations, the frequency difference between neighboring modes corresponds quite well with the simulations. The exact resonance positions as well as the quality factors of the different modes are given in Table I in Paper D.

We have measured the intermode conversion between modes 2 and 3 and between modes 3 and 4 for different pump frequencies and pump strengths. The measurements are performed at the DC flux bias of $\Phi_{DC} = 0.45\Phi_0$, where the modes are found at 4.439 GHz, 6.44 GHz and 8.138 GHz. We have measured the reflection coefficient in a frequency range around each of the pumped modes with a vector network analyzer. The phase response of the reflection coefficients are presented in Fig. 4.14 for a pump strength of -42 dBm. Similar to Fig. 2.11 in Section 2.3 we see that we get an avoided level crossing when the pump is exactly on resonance with the difference frequency of the two modes. We have fitted a linecut of the phase response using Eqs. (2.68) and (2.69) where the pump detuning is approximately zero.

We have extracted the coupling between the modes as a function of RMS pump current, see Fig. 4.15. The coupling equals the effective pump strength $\epsilon$. We see that the coupling scales linearly with the RMS pump amplitude. Using Eq. (2.61) we have calculated the AC flux amplitude as a function of RMS pump current, see Fig. 5(b) in Paper D. This shows that we get a maximum coupling of 44 MHz for an AC flux amplitude of 3.5% of a $\Phi_0$. From these values we extract a mutual inductance of 2.3 pH between the on-chip flux pump line and the SQUID loop, at $f_p \approx 2$ GHz.

Finally in Fig. 4.16, I also present some preliminary data where we simultaneously apply two pump tones to the sample. The circuit is again biased at $\Phi_{DC} = 0.45\Phi_0$. The first pump tone has a frequency of 1.704 GHz, which is close to the difference frequency between modes 3 and 4. The pump strength is -51 dBm. This pump hybridizes modes 3 and 4. We then sweep another pump tone in a region around 2 GHz. This pump tone also has a strength of
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Figure 4.13: The flux tuning of the resonator modes (red full line). The resonator has a fundamental mode of approximately 1 GHz. This gives us access to modes 1 to 5 in the available measurement bandwidth of 3 to 12 GHz. The frequency of the modes can be tuned by means of modulating the magnetic flux through the SQUID. The frequency tuning is periodic with a flux quantum, $\Phi_0 = \hbar/2e$. To be able to address individual pairs of modes, the spectrum needs to be sufficiently non-equidistant with respect to the width of the modes. This has been achieved by varying the characteristic impedance of the CPW throughout the resonator, see Table I in Paper D. The simulation results (for $\Phi_{DC} = 0$) are plotted with the blue dashed line. We see that the frequency difference is matched relatively well even though there is an offset between the measured frequencies and the simulation results.
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Figure 4.14: Parametric coupling for a pump power of -42 dBm (corresponding to a RMS current of 18 µA). (a) The coupling of modes 2 and 3. (b) A linecut of the phase response along the blue dashed line in panels (a). The phase response is fitted using Eqs. (2.68) and (2.69) and is given by the blue line. (c) The coupling of modes 3 and 4. (d) A linecut of the phase response along the blue dashed line in panels (c). The phase response is fitted using Eqs. (2.68) and (2.69) and is given by the blue line. The modes are tuned down with a DC magnetic flux, $\Phi_{DC} = 0.45\Phi_0$, such that the modes end up at 4.439 GHz, 6.44 GHz and 8.138 GHz. In both panels the white dashed lines represent the uncoupled resonances. These resonances get hybridized when the parametric coupling is introduced, see Eq. (2.74) and are represented by the green dashed lines. The minimum splitting as a function of pump frequency is equal to twice the effective pump strength, $2\varepsilon/2\pi \approx 70 \text{ MHz}$.
4.4 On-chip Mach-Zehnder interferometer

The on-chip-Mach-Zehnder interferometer is a relatively simple device consisting of a 50Ω CPW line which is split using a power divider into two 100Ω lines. The electrical length of one of these lines is designed such that it has a phase shift of π (for a signal around 5 GHz) compared to the other arm, when they are recombined at the second power splitter (acting as a combiner now). Two SQUIDs in series are embedded into the shorter arm of the two. The SQUID inductance (of one SQUID) at zero flux is estimated to be 0.36 nH from a measurement of the SQUID normal resistance. By tuning the magnetic

\[
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\]

\[
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Figure 4.15: The effective pump strength. We have extracted the effective pump strength, \( \varepsilon \), as a function of applied pump amplitude for modes 2 and 3 and for modes 3 and 4. To show that \( \varepsilon \) scales linearly with pump amplitude, we have added a linear fit (the black dashed line). The maximum effective pump strength achievable is 44 MHz.

-51 dBm. We see that when this second pump is on resonance with modes 2 and 3 that a double avoided level crossing occurs indicating the coupling of all three modes.

In conclusion, I have presented the first preliminary measurements on the intermode frequency conversion between the modes of a multimode resonator. The resonator was designed using microwave simulation in order to tailor the spectrum and make it more nonequidistant. This is necessary to provide sufficient selectivity between neighboring pairs of modes. We have shown that we can couple different pairs of modes together with a coupling strength proportional to the pump amplitude. We achieve a maximum coupling strength of 44 MHz for an AC flux modulation amplitude of 3.5% of a \( \Phi_0 \). This allows us to determine a mutual inductance of 2.3 pH between the flux pump line and the SQUID loop. Lastly, I have also shown some first preliminary data on the mode coupling between three different modes, using 2 pump tones simultaneously.
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Figure 4.16: Parametric coupling with two pump tones. (a) The reflection coefficient at mode 2. (b) The reflection coefficient at mode 3 (c) The reflection coefficient at mode 4. (d) The modes are tuned down with a DC magnetic flux, $\Phi_{\text{DC}} = 0.45\Phi_0$, such that the modes end up at 4.439 GHz, 6.44 GHz and 8.138 GHz. The first pump tone is applied at 1.704 GHz with a pump strength of -51 dBm. This pump tone will couple modes 3 and 4 together. We then sweep a second pump tone in a region around 2 GHz (also with a strength of -51 dBm). When this pump is on resonance with modes 2 and 3, we couple all three modes together resulting in a double avoided level crossing.
4.4. ON-CHIP MACH-ZEHNDER INTERFEROMETER

DC flux through the SQUIDs we can change the SQUID inductance. This results in a phase difference across the SQUID and thus a phase difference between the arms, changing the interference condition at the power combiner. As I discussed in Section 2.5, the power dividers consist of a simple T-junction, which was simulated using Microwave Office. Because the divider is meant to work broadband and lossless, it can not be matched at all three ports and as a result we expect reflections to occur in the interferometer setup.

The sample is cooled down in a $^3$He-cryostat with a base temperature of 300 mK. The signal is attenuated on the way down with 50 dB and filtered using an 8 GHz low-pass filter. After the sample there is a circulator installed which is terminated with 50 Ω, and another 8 GHz low-pass filter, to isolate the sample from noise coming down the amplifier line. At the 4 K stage we have a cryogenic low-noise HEMT amplifier of the same type as the ones used in the previous sections. There was an external superconducting coil installed on the sample holder in order to tune the DC magnetic flux. All the measurements were performed using a vector network analyzer to measure the modulation of the transmission coefficient as a function of the applied flux. We present the measurement setup and a picture of the device in Fig. 4.17.

We start by examining the transmission coefficient, $S_{21}$, as a function of frequency and magnetic flux. We have made microwave simulations, showing the modulation of the transmission through the interferometer, see Fig. 4.18(a). We see that we have a double-dip response, for a low SQUID inductance (0.7 nH). When increasing the inductance, the dips merge together into a single dip around 6.095 MHz. The maximum depth of $-56$ dB is reached at a SQUID inductance of 2.13 nH. When increasing the inductance even further, the dip levels.

When we measure the actual transmission of the device we see a modulation over a large range of frequencies, the strongest modulation is observed around 6.095 GHz which corresponds well with the simulations, see Fig. 4.18(b). When tuning the SQUID inductance to the minimum value ($\Phi = 0$), we do not recover the full well-separated double-dip structure as in the simulations though. This seems to suggest that there is some additional inductance present in the interferometer arm with the SQUID, limiting how far we can lower the inductance in that arm. Lastly we also look at the periodicity of the modulation. We extract the transmission at 6.095 GHz for several flux bias points. These are denoted with the red dots in Fig. 4.18(c). We were not able to make a lot of measurements at large flux values as this requires running large currents through the external coil, which would warm up the cryostat. In order to check the periodicity we have added the dashed line, which is a trace of the measured points (between $-0.5 \Phi_0$ and $0.5 \Phi_0$) shifted with $\pm \Phi_0$. We see that the few points at larger flux values indeed end up on the dashed line. An interesting observation is that the transmission modulation has a peculiar structure, having a maximum around 0 and around $0.5 \Phi_0$. This essentially tells us that the initial phase difference between the two arms is different from $\pi$. This means that when we tune the SQUID inductance, and thus the phase
Figure 4.17: Measurement setup and microscope image of the Mach-Zehnder interferometer. (a) The sample is measured using a $^3$He-cryostat with a base temperature of 300 mK. The sample is measured using a transmission setup. The input line is attenuated on the way down with 50 dB and filtered with an 8 GHz low-pass filter before being fed into the sample. On the output line we have a 50 Ω terminated circulator providing isolation for any noise coming down the amplifier line. An additional 8 GHz low-pass filter takes care of noise outside of the circulator band. The output is then amplified using a cryogenic low-noise HEMT amplifier of the same type as used in the previously discussed results. The magnetic flux through the SQUID loop is tuned by means of an external superconducting coil mounted on the sample holder. (b) A microscope image of the interferometer. The electrical length of the long arm is designed such that it has a phase shift of $\pi$ (for a signal around 5 GHz) compared to the shorter arm. Two SQUIDs in series are embedded into the shorter arm of the two. These are shown in the right panel. By tuning the magnetic DC flux through the SQUIDs we can change the SQUID inductance. This results in a phase difference across the SQUID and thus a phase difference between the arms, changing the interference condition at the power combiner.
difference, we first have a drop in the transmission coefficient (when the phase difference reaches $\pi$), before it starts rising again. We see that we reach a phase difference between the arms for a DC magnetic flux value of $0.15 \Phi_0$.

In conclusion, we have designed and performed measurements on a Mach-Zehnder interferometer in the microwave regime. The design showed a behavior similar to the simulations although there seems to be both an offset in the inductance and the initial phase difference between the arms. Interestingly, the difference between the minimal and maximal transmission reaches over $45$ dB, which is close to the simulations. We note that any effects limiting the maximum inductance the SQUID can reach, such as junction asymmetry, was not taken into account in the simulations. Neither was the SQUID capacitance taken into account. Most likely there are significant ring resonances in the interferometer which could be mitigated by designing the power splitters such that all ports are matched.
Figure 4.18: Transmission of the Mach-Zehnder interferometer. (a) Simulations show that the transmission is tunable with changing SQUID inductance. For low inductance values the response shows a double dip. Increasing the inductance merges the dips together. The minimum transmission is found at 6.095 GHz. (b) The measured response of the interferometer, in the region around 6.095 GHz, marked with the black dashed line. The results follow the simulation qualitatively with a maximum difference of 45 dB. The splitting of the dips is not as large as in the simulations which suggests the presence of some extra inductance in the arm containing the SQUID. (c) The periodicity of the transmission at 6.095 GHz, emphasized by the added the blue dashed line, which is the measured response between $-0.5 \Phi_0$ and $0.5 \Phi_0$ shifted with $\pm \Phi_0$. The dip at $n \pm 0.15 \Phi_0$, shows that the phase difference between the arms is $\pi$ at these points.
In this thesis, I have presented a series of experiments studying the interaction between a parametrically driven system on the one hand and externally applied signals or the vacuum on the other. The experiments were performed at very low temperatures and at microwave frequencies.

I started with the first experimental observation of the dynamical Casimir effect. I have shown that we observed broadband radiation from a SQUID terminated CPW transmission line. This radiation is the result of the parametric amplification of vacuum fluctuations by means of a modulated boundary condition on the electromagnetic field. The dynamical Casimir effect produces photons in pairs, which manifests itself in correlations of the radiation generated symmetrically around half the pump frequency. We have investigated these correlations in the form of two-mode squeezing and second-order photon correlations. Theory states that the photons produced at these symmetric frequencies should also be entangled. In future work I think it is necessary to explicitly prove that the radiation is entangled, by sufficiently squeezing the output radiation. Further experiments are also needed to show the parabolic shape of the spectrum of the produced radiation. For this measurement a wideband setup will be required.

I have also presented measurements on the interaction of a parametrically pumped multimode resonator with classical signals. We have used the parametric amplifier both in the single-mode operation scheme, where signals falling within a single mode will be amplified, as well as in the multimode operation scheme, where the circuit is modulated at the sum of two mode frequencies. In both cases we have shown, after a careful calibration of the measurement setup, that we reached quantum-limited noise performance. I have presented measurements of the gain and bandwidth of the amplifier. The 1 dB-compression power was found to be very modest, and in future work it could be valuable to try to improve the compression point by for instance changing the critical current of the SQUID.

We have used a similar multimode resonator to measure the frequency
conversion between two of the modes, when the system is pumped at the difference frequency of two modes. The resonator was modified using a stepped-impedance design in order to make the spectrum less equidistant. As a result we were able to selectively couple individual pairs of neighboring modes. I have presented some preliminary results showing the avoided level crossing resulting from the intermode conversion by measuring the reflection coefficient of the coupled modes. I have extracted the coupling strength as a function of applied pump amplitude and shown a linear dependence. This has allowed me to extract the mutual inductance between the on-chip flux line and the SQUID loop. I also present some measurements where we applied two different pump tones, coupling three different modes together. What remains to be done are measurements where the output of one of the coupled modes is recorded when applying a signal to the other one, which would be a direct measurement of the intermode conversion. I believe that these different parametric effects (amplification and intermode conversion) can potentially be useful for the distribution of entangled radiation over several modes of the same resonator. This could potentially be used to measure multipartite entanglement and is a possible candidate for continuous-variable quantum computing using cluster states.\textsuperscript{73}

In Chapter 2, I have presented a theoretical model which can be used to study parametric amplification using a parametrically modulated SQUID. I have treated the case of degenerate amplification, where the signal is at half the pump frequency. In that case the signal and idler interfere with each other providing quadrature dependent gain. This so called pumpistor model provides an intuitive equivalent circuit which will contain a “pumpistor” element which has an impedance depending on the pump phase. This model has been shown to work well for a degenerately pumped parametric amplifier, and it has also been extended to nondegenerate amplification in more recent work.\textsuperscript{27}

Finally, we have also measured a Mach-Zehnder interferometer in the microwave regime. This circuit uses the variable inductance of the SQUID in one of the arms to change the phase difference between the arms. In doing so the interference conditions can be changed yielding a maximum change in transmission through the interferometer of 45 dB. The device uses a simple design of a power splitter which is hampered by the fact that it is not matched at all three ports. This will result in a large amount of internal reflection. As the length of the fixed arm of the interferometer is designed for a specific frequency, it should be possible to redesign the power splitters opting instead for a more complicated microwave coupler such that the internal reflection can be reduced.
Appendix A

Recipes for sample fabrication

A.1 Wafer cleaning

1. Dip the wafer in 1165 remover at 60 to 70°C for 10 min.
2. Place the wafer, in a beaker of 1165 remover, in an ultrasonic bath at maximum power for 1 min.
3. Place the wafer in a bath of IPA for 2 min.
4. Dip the wafer in the QDR bath.
5. Blow dry the wafer.
6. Plasma etch with the Batchtop: 40 sccm O₂ at a pressure of 500 mT and a plasma power of 250 W for 1 min.
7. Optionally: Dip the wafer in and HF bath for 30 s and blow dry.

A.2 Photolithography for lift-off

1. Prebake the wafer for 1 min at 110°C.
2. Spin resist LOR3B: acceleration time 1.5 s to 3000 rpm for 1 min.
3. Bake the wafer for 5 min at 200°C.
4. Spin resist S1813: acceleration time 1.5 s to 3000 rpm for 1 min.
5. Bake the wafer for 2 min at 110°C.
6. Expose with the MA6 mask aligner: Lo-Vac Mode (0.4 mbar) for 8.5 s.
7. Develop using MF319 for 45 s.
8. Ash using the Batchtop: 10 sccm O₂ at a pressure of 250 mT and a plasma power of 50 W for 10 s.

A.3 Deposition of the contact pads

1. Using the Lesker evaporator:
   - Deposit 30 Å of Ti at 1 Å/s.
   - Deposit 800 Å of Au at 1 to 2 Å/s.
   - Deposit 100 Å of Pd at 1 Å/s.
2. Lift-off using remover 1165 at 70°C for approximately 30 min.

A.4 Protective resist and dicing

1. Spin resist S1813: acceleration time 1 s to 2000 rpm for 1 min.
2. Bake the wafer for 2 min at 110°C.
3. Dice the wafer from the backside leaving approximately 170 µm.
4. Dip the wafer in 1165 remover at 60 to 70°C for 15 min.
5. Place the wafer in a bath of IPA for 2 min.
6. Dip the wafer in the QDR bath.
7. Blow dry the wafer.

A.5 Electron-beam lithography for lift-off

1. Spin resist EL10: acceleration time 2 s to 500 rpm for 5 s and then acceleration time 0.5 s to 2000 rpm for 45 s.
2. Softbake the wafer for 5 min at 170°C.
3. Spin resist ZEP520A (1:1 dilution): acceleration time 0.5 s, 3000 rpm for 45 min.
4. Softbake the wafer for 5 min at 160°C.
5. Expose the wafer using an electron-beam lithography system.
6. Develop the top resist using o-Xylene for 2 min.
7. Dip briefly in IPA.
8. Blow dry the wafer and divide into individual chips.
9. Develop the bottom layer using an H$_2$O:IPA solution (1:4 dilution).
10. Rinse in IPA.

**A.6 Two-angle evaporation and lift-off**

1. Ash using the Batchtop: 10 sccm O$_2$ at a pressure of 250 mT and a plasma power of 50 W for 10 s.
2. Two-angle evaporation using the Plassys (exact parameters need to be tweaked for correct junction resistance):
   - Deposit 40 nm of Al at 0.5 Å/s at an angle of 28°.
   - Dynamic oxidation using O$_2$ at 0.2 mbar for 30 min.
   - Deposit 50 nm of Al at 0.5 Å/s at an angle of −28°.
   - Static oxidation using 100 sccm of O$_2$ at 10 mbar for 4 min.
3. Lift-off using remover 1165 at 70°C for approximately 15 min.
4. Rinse in IPA.
5. Rinse in Methanol.
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Observation of the dynamical Casimir effect in a superconducting circuit

C. M. Wilson1, G. Johansson1, A. Pourkabirian1, M. Simoen1, J. R. Johansson2, T. Duty3, F. Nori2,4 & P. Delsing1

One of the most surprising predictions of modern quantum theory is that the vacuum of space is not empty. In fact, quantum theory predicts that it teems with virtual particles flitting in and out of existence. Although initially a curiosity, it was quickly realized that these vacuum fluctuations had measurable consequences—for instance, producing the Lamb shift1 of atomic spectra and modifying the magnetic moment of the electron2. This type of renormalization due to vacuum fluctuations is now central to our understanding of nature. However, these effects provide indirect evidence for the existence of vacuum fluctuations. From early on, it was discussed whether it might be possible to more directly observe the virtual particles that compose the quantum vacuum. Forty years ago, it was suggested3 that a mirror undergoing relativistic motion could convert virtual photons into directly observable real photons. The phenomenon, later termed the dynamical Casimir effect4,5, has not been demonstrated previously. Here we observe the dynamical Casimir effect in a superconducting circuit consisting of a coplanar transmission line with a tunable electrical length. The rate of change of the electrical length can be made very fast (a substantial fraction of the speed of light) by modulating the inductance of a superconducting quantum interference device at high frequencies (>10 gigahertz). In addition to observing the creation of real photons, we detect two-mode squeezing in the emitted radiation, which is a signature of the quantum character of the generation process.

That mirrors can be used to measure vacuum fluctuations was first predicted by Casimir6 in 1948. Casimir predicted that two mirrors, that is, perfectly conducting metal plates, held parallel to each other in vacuum will experience an attractive force. Essentially, the mirrors reduce the density of electromagnetic modes between them. The vacuum radiation pressure between the plates is then less than the pressure outside, generating the force. As this static Casimir effect can then be explained by a mismatch of vacuum modes in space, the dynamical Casimir effect can be seen as arising from a mismatch of vacuum modes in time. As a mirror moves, it changes the spatial mode structure of the vacuum. If the mirror’s velocity, \( v \), is slow compared to the speed of light, \( c \), the electromagnetic field can adiabatically adapt to the changes and no excitation occurs. If instead \( v/c \) is not negligible, then the field cannot adjust smoothly and can be non-adiabatically excited out of the vacuum.

The static Casimir effect can also be calculated in terms of the electrical response of the mirrors to the electromagnetic field7. A similar complementary explanation exists for the dynamical Casimir effect8. An ideal mirror represents a boundary condition for the electromagnetic field—in particular, that the electric field is zero at the surface. This boundary condition is enforced by the flow of screening currents in the metal. A mirror moving in a finite electromagnetic field then loses energy, because the screening currents will emit electromagnetic radiation, as in an antenna. Classically, we expect this radiation damping to be zero in a region where the electric field strength is zero. In quantum theory, however, vacuum fluctuations will always generate screening currents. Therefore, even moving in the vacuum can cause a mirror to emit real photons in response to vacuum fluctuations.

If we consider the real experiment of moving a physical mirror near the speed of light, we quickly see that it is not feasible. This fact has led to a number of alternative proposals9–12, for instance using surface acoustic waves, nanomechanical resonators, or modulation of the electrical properties of a cavity.

Here we investigate one such proposal using a superconducting circuit13–15: an open transmission line terminated by a SQUID (superconducting quantum interference device). A SQUID is composed of two Josephson junctions connected in parallel to form a loop. At the frequencies studied here, the SQUID acts as a parametric inductor whose value, \( L_J \), can be tuned by applying a magnetic flux, \( \Phi_0 \), through the SQUID loop. When placed at the end of a transmission line, this SQUID can then be used to change the line’s boundary condition. In previous work16,17, we showed that this tuning can be done on very short timescales. The changing inductance can be described as a change in the electrical length of the transmission line and, in fact, provides the same time-dependent boundary condition as the idealized moving mirror18–20. In the same way as for the mirror, the boundary condition is enforced by screening currents that flow through the SQUID. Unlike the mirror, the maximum effective velocity of the boundary, \( v_\text{e} \), defined as the rate of change of the electrical length, can be very large compared to the speed of light in the transmission line, \( c_0 = 0.4c \), approaching \( v_\text{e}/c_0 = 0.25 \) for large modulations of \( L_J \). The photon production rate is therefore predicted to be several orders of magnitude larger than in other systems21.

Quantum theory allows us to make more detailed predictions than just that photons will be produced. If the boundary is driven sinusoidally at an angular frequency \( \omega_0 = 2\pi f_0 \), then it is predicted17–24 that photons will be produced in pairs such that their frequencies, \( \omega_\text{in} \) and \( \omega_\text{out} \), sum to the drive frequency, that is, we expect \( \omega_\text{in} = \omega_0 + \omega_\text{d} \). This pairwise production implies that the electromagnetic field at these sideband frequencies, symmetric around \( \omega_0/2 \), should be correlated. In detail, we can predict that the field should exhibit what is known as two-mode squeezing (TMS)25.

Theoretically, we treat the problem as a scattering problem in the context of quantum network theory26 (see Supplementary Information). If the boundary is driven with a small amplitude \( \delta \omega_\text{e} \), we find that the output photon flux density at frequency \( \omega_\text{e} \) for an input thermal state is

\[
\mathcal{N}_{\omega_\text{e}}(\omega) = \mathcal{N}_{\omega_\text{in}}(\omega) + \vert \mathcal{S}(\omega) \vert^2 \mathcal{N}_{\omega_\text{out}}(\omega - \omega_\text{d}) + \sum_\omega \mathcal{S}(\omega) A(\omega) A^*(\omega - \omega_\text{d})
\]

where \( \mathcal{S}(\omega) = -i(\delta \omega_\text{e}/\omega_0) \sqrt{\omega_\text{d}(\omega_\text{d} - \omega_\text{in})} A(\omega) A^*(\omega_\text{in} - \omega_0) \), \( A(\omega) \) is the spectral amplitude of the transmission line and \( A^*(\omega_\text{d} - \omega_\text{in}) \) is its complex conjugate. The first two terms on the right-hand side of equation (1), proportional to the thermal occupation number \( \mathcal{N}_{\omega_\text{in}}(\omega) \), represent the purely classical effects of reflection and upconversion of the input field to the drive frequency. They are zero at zero temperature. The last term on the right-hand side is due to vacuum fluctuations and is, in fact, the DCE radiation.
The photon production rate depends on the density of states in the transmission line, which is $|A(o)|^2$. For an ideal transmission line, $A(o) = 1$ and the DCE radiation measured at a detuning $\delta o$ from $o_d/2$ becomes $I_{DCE} = (v_c/2e)\left(1-e^{-2}\right)$ where $e = 2\delta o/\delta o_d$ is the normalized detuning and $v_c = \delta e/\delta o_d$ the integrated photon flux of the DCE radiation is then $I_{DCE} = (v_c/12\pi)(v_c/2e)^2$, identical to that of an ideal mirror oscillating in one-dimensional space. The relativistic nature of the effect is apparent here, in that the photon flux goes to zero if we allow the speed of light to go to infinity.

We present measurements on two samples, both of which consist of a SQUID connected to an aluminium coplanar waveguide (CPW). Sample 1 has a long (~43 mm) CPW and sample 2 has a short (~0.1 mm) CPW (Fig. 1a, b). The samples are cooled to ~50 mK in a dilution refrigerator. This corresponds to a thermal photon occupation number of $n_a < 0.01$ at 5 GHz, which is the centre of our analysis band. In separate measurements of qubit circuits in the same set-up, we have demonstrated that the radiation temperature of the substrate, visible where the Al has been removed to define the transmission line, is $< 4.2 K$. We measure the output power from the measurement line as a function of drive power and frequency, $I_d = o_d/2\pi$. We start with the analysis frequency tracking the drive at $f_d/2$, where we expect the DCE radiation to be centred. The results are shown in Supplementary Fig. 2. In both samples, we clearly see photon generation for essentially all drive frequencies spanning the 8–12 GHz band set by the filtering of the line. This corresponds to an analysis band of 4–6 GHz.

In the next set of measurements, we fix the drive frequency, but scan the analysis frequency. In this way, we can see over what band photons are produced for fixed drive frequency. In both samples, we clearly see broadband photon production for all the frequencies analysed, including detunings from $f_d/2$ larger than 2 GHz. In Fig. 2a and b, we show results for sample 1. The broadband nature of the photon generation clearly distinguished the observed phenomenon from that of a parametric amplifier, which has a narrow band defined by a resonator.

We quantify the photon production rate by referencing it to our system noise temperature of $T_N = 6 K$, which has been calibrated previously using a shot-noise thermometer. The measured power spectral density is corrected for the transmission variations measured with a network analyser and then divided by the photon energy, $h\nu$, at each analysis frequency to convert to $n_a$. In Fig. 2a and b, we clearly see a correlogram structure in $n_a$ reflecting variations in $A(o)$ caused by parasitic reflections in the measurement line at, for example, cable connectors or the input of the amplifier. Overall, we see that $n_a$ is clearly symmetric around $f_d/2$, as emphasized in Fig. 2c and d, which strongly indicates that the radiation is produced by the DCE and not by a spurious effect, such as heating.

To make a quantitative comparison to theory, we need to know the drive amplitude, which is difficult to know a priori as the short-circuit termination of the pump line is not matched to the characteristic impedance of the line. We therefore expect the current flowing through the line to be a strong function of frequency. However, we see that $n_a$ starts to saturate as a function of drive power above the nominal level of 100 pW (not shown). We now make the reasonable assumption that this saturation is caused by the drive amplitude reaching the level where the modulation of $L_s$ saturates, that is, where the sum of the flux amplitude and d.c. bias flux reaches 0.5$\Phi_0$, where $\Phi_0 = h/2e$ is the superconducting flux quantum. For our working point of $\Phi_c = -0.35\Phi_0$, the corresponding flux amplitude is only 0.15$\Phi_0$, which we have previously demonstrated is experimentally accessible.

For these large modulations, equation (1) is no longer sufficient because higher-order processes become important. However, these processes can be included and $n_a$ computed numerically. As shown in Fig. 2e, we find that the calculated $n_a$ matches the measured value if we assume modest values of $(A(o_d),A(o)) = 2–4$. This corresponds to a voltage standing wave ratio (VSWR) in our measurement line of less than 2, which is reasonable. We note that at these large drives, $n_a$ deviates from its linear dependence on drive power, which is proportional to $(v_c/2e)^2$. However, we see in Fig. 2e that the full theory captures this deviation well. We also comment that, in making the calculation, we have made a model of the electromagnetic environment, encapsulated in $A(o)$, to high frequencies. There is a great deal of uncertainty in doing this. However, with a basic physical model, we see that we are able to reproduce both the magnitude and drive dependence of $n_a$.

Theory also predicts that the output should exhibit voltage–voltage correlations, known as TMS. Experimentally, we measure the four quadrature voltages of the upper and lower sidebands, corresponding

---

**Figure 1** | Experimental overview. a, Optical micrograph of sample 2. Light parts are Al, which fills most of the image, while the dark parts are the Si substrate, visible where the Al has been removed to define the transmission lines. The output line is labelled CPW and the drive line enters from the top. Both lines converge near the SQUID (boxed). b, A scanning-electron micrograph of the SQUID. The SQUID has a vertical dimension of 13 μm and a normal state resistance of 218 Ω (170 Ω) implying $L_d = 0.23 nH$ (0.18 nH) for sample 2 (sample 1). A basic electrical characterization of the SQUID is presented in Supplementary Fig. 1. c, A simplified schematic of the measurement set-up. The SQUID is indicated by the box with two crosses, suggestive of the SQUID loop interrupted by Josephson junctions. A small external coil is also used to apply a d.c. flux has through a lowpass filter (LP). The driving line has 36 dB of cold attenuation, along with an 8.4–12 GHz bandpass filter (BP). The filter ensures that no thermal radiation couples to the transmission line in the frequency region where we expect DCE radiation. (For sample 1, the last 6 dB of attenuation were at base temperature.) The outgoing field of the CPW is coupled through two circulators to a cryogenic low-noise amplifier (LNA) with a system noise temperature of $T_N = 6 K$. At room temperature, the signal is further amplified before being captured by two vector microwave digitizers. The dashed boxes delineate portions of the set-up at different temperatures, $T$, which are labelled.

---
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to the observable (Hermitian) quadrature operators $I_\pm$ and $Q_\pm$. We can write the TMS, $\sigma_z$, in terms of the quadratures as

$$\sigma_z = \frac{1}{P_{\text{avg}}} \langle (I_+ I_-) - (Q_+ Q_-) \rangle$$

(2)

where $P_{\text{avg}} = \langle (I_+^2 + Q_+^2 + I_-^2 + Q_-^2) \rangle / 2$ is the average noise power in the sidebands and $\langle \cdots \rangle$ denotes the expectation value (Supplementary Information). We also expect a special structure for the correlations, in particular that $(I_+ I_-) - (Q_+ Q_-)$ and $(I_+ Q_-) = (I_- Q_+)$, which is uncorrelated. After amplifying, we split the signal into two separate analysis chains. We then calculate the four time-averaged IQ cross-correlation functions. Typical results are shown in Fig. 3. We see very clear cross-correlations that are $\sim 1,000$ times larger than the parasitic amplifier correlation (see Supplementary Fig. 3). Also, we see that

Figure 3 | Two-mode squeezing of the DCE field. a. The normalized cross-correlation functions $(I_+ I_-)/P_{\text{avg}}$ and $(Q_+ Q_-)/P_{\text{avg}}$ measured on sample 1, using $\omega_2 = 10.30 \text{ GHz}$ and $|b0/2\pi| = 833 \text{ MHz}$. We clearly see cross-correlations of the order of 25%, and that $(I_+ I_-) = (Q_+ Q_-)$, as predicted. The shape of the correlation functions in delay time is determined by the filtering of the time traces. b. The two-mode squeezing, $\sigma_z$, of the field along with the one-mode squeezing, $\sigma_z$, at both $\omega_+$ and $\omega_-$ as a function of drive power, measured on sample 1 at $|b0/2\pi| = 588 \text{ MHz}$. We see that $\sigma_z$ clearly increases while the single-mode fields remain unsqueezed.
indeed \((I,J) = (Q_1,Q_2)\), as we expect for TMS. The correlations imply a value of \(\sigma_2 = 0.46\), which compares well to the predicted maximum squeezing of 50%.

Theory further predicts that, even though the field is two-mode squeezed, if we look at either sideband frequency individually, it will remain unsqueezed, essentially appearing as a thermal field at some effective temperature. In Fig. 3b, we plot the TMS of the field, \(\sigma_2\), along with the one-mode squeezing, \(\sigma_1 = ((I^2) - (Q^2))/((I^2) + (Q^2))\) at both frequencies, \(\omega_0\), and \(\omega_{\perp}\), as a function of drive power. We clearly see that \(\sigma_2\) increases as a function of drive power while the one-mode fields remain unsqueezed.

In the Supplementary Discussion, we consider, and rule out, a number of spurious effects that could be the source of \(n_{\text{nond}}\). However, even if we assume that the photon creation is connected to the non-adiabatic modulation of the boundary condition, we need to confirm that it is seeded by vacuum fluctuations, not by spurious noise in the measurement system. To check this, we measured \(n_{\text{nond}}\) with the cryostat temperature elevated to 250 mK, which is roughly \(\hbar\omega_0/2k_B\). The direct comparison of the fluxes is complicated by the fact the aluminum CPW becomes lossy at this temperature, so some power will be lost. Still, we measure the ratio of the output fluxes to be 1.4 ± 0.3, which agrees with the expected value of 1.6 assuming the starting temperature is 50 mK. This tells us that \(n_{\text{nond}}<1\) at the base temperature, and that our system is therefore dominated by vacuum effects.

Received 31 August; accepted 15 September 2011.
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Supplementary Figures

Supplementary Figure 1: Modulating the effective length of the line. As a basic characterization, we can measure the phase shift of a microwave probe signal reflected from the SQUID as we change Φ_{ext}. This illustrates how the SQUID changes the boundary condition at the end of the line. The data is for sample 1, measured with a 5 GHz probe. The fit includes the SQUID capacitance which is important near Φ_{ext} = ±0.5Φ_0. From the fit, we extract a plasma (self-resonance) frequency of 85 GHz, although there is a systematic uncertainty in this value due to the unknown SQUID asymmetry.
Supplementary Figure 2: Photons generated by the dynamical Casimir effect. Here we show the output power of the transmission line while driving the SQUID. On the left (right), are the results for sample 1 (2). We scan the pump power and frequency and look at the power emitted into the CPW. The analysis frequency tracks the drive at $f_d/2$, which we expect to be the center frequency of the DCE radiation. We clearly see photon generation for essentially all drive frequencies spanning the 8-12 GHz band set by the filtering of the line. This corresponds to an analysis band of 4-6 GHz.
Supplementary Figure 3: Parasitic cross correlation of the amplifier noise. The cross-correlation function measured with the pump off, showing the parasitic correlation of the amplifier, measured under the same conditions as Fig. 3a. Note that the vertical scale is expanded by a factor of 100 compared to Fig. 3a. We see that any parasitic correlation of the amplifier is negligible.
**Supplementary Figure 4: The effects of phase rotations on the correlations.** In a two-mode squeezed state, we expect that the various quadrature cross-correlation functions are related to each other by phase rotations. To explore this predicted symmetry, we can compute the complex correlation function $\Psi$ (defined in the supplementary methods) from the measured correlation functions and study its rotation properties. The color scale is the real part of $\Psi$. The $x$-axis corresponds to a change in the drive phase. The $y$-axis corresponds to a digital rotation of the measured value of $\Psi$. As expected for TMS, we see that $\Psi$ is symmetric under phase rotations, that is, the rotation of one phase cancels a rotation of the other.
Supplementary Discussion

We can consider if some spurious effect unrelated to the DCE is the source of the observed photon flux. Simple heating or mixing down of high frequency noise is strongly ruled out by the symmetry of the spectrum and the observed TMS which singles out $f_d/2$ as a special frequency and strongly indicate a two-photon process. A nonlinearity in the dielectric response of the substrate could also conceivably lead to parametric downconversion. However, the nominal pump powers used correspond to electric fields of less than 10 V/m, many orders of magnitude below the levels where nonlinear effects would be expected. We can also consider spurious effects related to the SQUID. For an ideal SQUID, the circulating current mode, which we pump, and the linear current mode, which is coupled to the output line, are not coupled. However, an asymmetry in the junction areas will produce a cross coupling. The first order effect of this is simply to inject a coherent current into the output line at the drive frequency. We could imagine that if this injected current is large, then it could lead to parametric downconversion due to the electronic nonlinearity of the SQUID. We have directly measured the parasitic cross-coupling between the pump and output lines, and find that the isolation is better than 50 dB, implying that the power injected into the output line is less than 1 fW. Again, this is many orders of magnitude below the level of power needed for parametric downconversion, and, in fact, more than an order of magnitude smaller than the total observed output power. Furthermore, a current injected in the SQUID at $f_d$ will actually modulate the SQUID inductance at $2f_d$, leading to downconversion symmetric around $f_d$ and not $f_d/2$ as we observe.

Supplementary Methods

Theoretically, we treat the problem as a scattering problem in the context of quantum network theory. For superconducting circuits, it is convenient to describe the EM field in the transmission line in terms of the phase field operator $\phi(x,t) = \int_{-\infty}^{t} E(x,t')dt'$, where $E(x,t)$ is the electric field operator. In the transmission line, $\phi(x,t)$ is described by the massless, scalar Klein-Gordon equation in one dimension, the solution of which can be written as $\phi(x,t) = \phi_{in}(x-c_0 t) + \phi_{out}(x+c_0 t)$, where $\phi_{in(out)}$ is the field propagating inward to (outward from) the SQUID and $c_0 \sim 0.4c$ is the speed of light in the transmission line. We solve the scattering problem in Fourier space defining

$$\phi_{in(out)} = \sqrt{\frac{hZ_0}{4\pi}} \int_0^{\infty} \frac{d\omega}{\sqrt{\omega}} \left( a_{in(out)}(\omega)e^{-i(\mp k_\omega x + \omega t)} + h.c. \right)$$
where $a(\omega)$ and its hermitian conjugate $a^\dagger(\omega)$ and are the standard annihilation and creation operators and $k_\omega = \omega/c_0$ is the wavenumber of the radiation. Solving the scattering problem then amounts to finding expressions for $a^\dagger_{\text{out}}(\omega)$ and $a_{\text{out}}(\omega)$ as a function of $a^\dagger_{\text{in}}(\omega)$ and $a_{\text{in}}(\omega)$. The boundary condition imposed by the SQUID determines the connection between these operators. With the output operators, we can then calculate the properties of the measurable output field assuming the input field is in a definite state, such as a thermal state or vacuum state. For a static magnetic flux, $\Phi_{\text{ext}}$, we obtain the simple expressions $a_{\text{out}}(\omega) = R(\omega)a_{\text{in}}(\omega)$ where $R(\omega)$ is the reflection coefficient from the SQUID. $R(\omega) = -\exp[2ik_\omega\ell_e(\Phi_{\text{ext}})]$ has the simple form\(^\dagger\) of a phase shift due to a transmission line of fixed length $\ell_e(\Phi_{\text{ext}}) = L/J(\Phi_{\text{ext}}) / L_0$. Here $c_0 = 1/\sqrt{L_0C_0}$, $L_0$ ($C_0$) is the inductance (capacitance) per unit length of the line, $L/J(\Phi_{\text{ext}}) = (\Phi_0/2\pi)^2/E_J(\Phi_{\text{ext}})$ is the Josephson inductance of the SQUID, $E_J$ is its Josephson energy, and $\Phi_0 = h/2e$ is the superconducting flux quantum.

In order to generate DCE radiation, $\ell_e$ must change with a nonuniform acceleration. A simple example of this type of motion is a sinusoidal drive with an amplitude of $\delta\ell_e$. If it is driven at $\omega_d$ with a small amplitude, we then find the simple expression\(^\dagger\) for $a_{\text{out}}(\omega)$ in the region $\omega < \omega_d$:

$$a_{\text{out}}(\omega) = R(\omega)a_{\text{in}}(\omega) + S(\omega)a^\dagger_{\text{in}}(\omega_d - \omega)$$

where $S(\omega) = -i(\delta\ell_e/c_0)^2/\sqrt{\omega(\omega_d - \omega)A(\omega)A^\dagger(\omega_d - \omega)}$ and $A(\omega)$ is the spectral amplitude of the transmission line. Crucially, the time-dependent boundary leads to mixing of the input field’s creation and annihilation operators. With this expression we can calculate the output photon flux density for an input thermal state

$$n_{\text{out}}(\omega) = \langle a^\dagger_{\text{out}}(\omega)a_{\text{out}}(\omega) \rangle = n_{\text{in}}(\omega) + |S(\omega)|^2n_{\text{in}}(\omega_d - \omega) + |S(\omega)|^2.$$

The first two terms, proportional to $n_{\text{in}}(\omega)$, represent the purely classical effects of reflection and upconversion of the input field to the drive frequency. They are zero at zero temperature. The last term is due to vacuum fluctuations and is, in fact, the DCE radiation.

Theory\(^\dagger\) also predicts that the output should exhibit voltage-voltage correlations at different frequencies with a particular structure commonly known as two-mode squeezing (TMS). Following Ref. 25, we can describe a two-photon state, as we expect the DCE to generate, in terms of a modulation of the center frequency of the state. We can then define the modulation operators as $
abla_+ = [\lambda_+a(\omega_+) + \lambda_-a^\dagger(\omega_-)]/\sqrt{2}$ and $\nabla_- = [-i\lambda_+a(\omega_+) + i\lambda_-a^\dagger(\omega_-)]/\sqrt{2}$, where $\omega_\pm = \omega_d(1 \pm \epsilon)/2$ and $\lambda_\pm = (1 \pm \epsilon)^{1/2}$. The factors $\lambda_\pm$ rescale the operators from quanta at $\omega_\pm$ to quanta at the center frequency $\omega_d/2$. We see that these operators mix excitations at the upper and lower sidebands of the field with a
definite phase. The TMS of the field then appears as an imbalance of the noise in one of these modes compared to the other. We define the normalized TMS

$$\sigma_2 = \frac{\Sigma_{11} - \Sigma_{22}}{\Sigma_{11} + \Sigma_{22}}$$

where $$\Sigma_{mn} = \langle \alpha_m \alpha_n^\dagger + \alpha_n^\dagger \alpha_m \rangle / 2$$ is the symmetrized spectral density matrix. We can then calculate the TMS of the output field to be

$$\sigma_2 = \frac{D(\epsilon) v_e}{2c_0} \frac{(1 - \epsilon^2)}{1 + (D(\epsilon) v_e / 2c_0)^2 (1 - \epsilon^2)}.$$

This predicts a maximum squeezing of 50%.

Experimentally, we measure the four quadrature voltages of the upper and lower sidebands $$I_\pm$$ and $$Q_\pm$$. The observable (hermitian) quadrature operators can be related to creation and annihilation operators as

$$I_\pm = \sqrt{\hbar \omega Z_0 / 8\pi} [a(\omega_\pm) + a(\omega_\pm)^\dagger]; \quad Q_\pm = -i \sqrt{\hbar \omega Z_0 / 8\pi} [a(\omega_\pm) - a(\omega_\pm)^\dagger].$$

We can write $$\sigma_2$$ in terms of the quadratures as

$$\sigma_2 = \frac{1}{P_{\text{avg}}} \left( \langle I_+ I_- \rangle - \langle Q_+ Q_- \rangle \right)$$

where $$P_{\text{avg}} = (\langle I_+^2 \rangle + \langle Q_+^2 \rangle + \langle I_-^2 \rangle + \langle Q_-^2 \rangle) / 2$$ is the average noise power in the sidebands. We also expect a special structure for the correlations, in particular that $$\langle I_+ I_- \rangle = -\langle Q_+ Q_- \rangle$$ and that $$\langle I_+ Q_- \rangle = \langle I_- Q_+ \rangle$$. Finally, we comment that by the proper choice of analysis phase, we can specify $$\langle I_+ Q_- \rangle = \langle I_- Q_+ \rangle = 0$$ without loss of generality, which has been done in writing the above equation.

We can also predict how the correlations transform under rotations of the phase of the EM field by an angle $$\theta$$. In particular, if we define the appropriate combination of correlation functions

$$\Psi = (\langle I_+ I_- \rangle - \langle Q_+ Q_- \rangle) + i(\langle I_+ Q_- \rangle + \langle I_- Q_+ \rangle)$$

we expect $$\Psi$$ to transform such that $$\Psi' = e^{-2i\theta} \Psi$$. To explore this predicted symmetry, we can compute the complex quantity $$\Psi$$ from the experimental correlation functions and look at the rotation properties (see Sup. Fig. 4).

Two-mode squeezing is often discussed in terms of the unitary squeezing operator $$\Theta(r) = \exp[ra(\omega_+)a(\omega_-) - ra^\dagger(\omega_+)a^\dagger(\omega_-)]$$ where $$r$$ is called the squeezing parameter. To connect to this language, one can show that $$\sigma_2 = -\lambda_+ \lambda_- \tanh(2r)$$. This then gives $$r = (\delta \ell e / c_0) \sqrt{\omega_+ \omega_-}.$$
In Fig. 3a and Sup. Fig. 3, we have displayed time correlation functions (TCF) which are the Fourier transforms of the frequency correlation functions (FCF) defined above. In particular, the value of the TCF at zero delay is the integral of the FCF in the measurement bandwidth. If we assume that the FCF is approximately constant in the measurement bandwidth, the integral reduces to multiplying the FCF by a constant factor. This is the same for all the TCF, and therefore cancels out of the normalized quantities displayed.
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We describe a circuit model for a flux-driven Superconducting QUantum Interference Device (SQUID). This is useful for developing insight into how these devices perform as active elements in parametric amplifiers. The key concept is that frequency mixing in a flux-pumped SQUID allows for the appearance of an effective negative resistance. In the three-wave, degenerate case treated here, a negative resistance appears only over a certain range of allowed input signal phase. This model readily lends itself to testable predictions of more complicated circuits. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4819881]

Parametric amplifiers based on superconducting circuits, though not new,1–12 have recently become the subject of renewed interest13–18 as it is now possible to readily fabricate superconducting circuits which may sustain and amplify coherent states of microwaves close to the quantum limit. Such amplifiers have recently been used for qubit readout,9 vacuum squeezing,10 quantum feedback,11 and entanglement of propagating microwave photons.12 Systems closely related to these amplifiers are also providing new physics, such as photon measurements of fast-tunable resonators13–15 and the observation of the dynamical Casimir effect.14

Since topics related to the manipulation of coherent states of light have traditionally been associated with quantum optics, a quantum-optics formalism dominates the commonly encountered explanations of these systems. However, under suitable small-signal limits, a truly nonlinear reactance may be modeled simply as a time-varying reactance. Under this approximation, the principle of superposition holds, and we have the standard lexicon of linear analytical techniques, such as Fourier analysis. In fact, “classical” parametric amplifiers were often treated in this linearized manner in the literature15–17 generated during the 1960s and 1970s. While this literature was primarily concerned with circuits utilizing varactor diodes as active elements, it remains a general premise that a parametrically driven nonlinear reactance leads to frequency mixing.

To produce a useful understanding of a three-wave degenerate parametric amplifier based on a dc SQUID, a linearized method of analysis allows us to treat the effects of amplification using simple, intuitive models of equivalent electrical circuit elements. The parametric interaction is supplied by the SQUID, acting as a tunable, nonlinear inductance. By way of a mutual inductance to a control line, a time-varying magnetic flux, $\Phi_{dc}$, is applied to the SQUID and acts as our pump.

We will show how the application of a dc and an ac pump flux allows us to treat the SQUID electrically as the well-known Josephson inductance, in parallel to a special circuit element which we introduce as “the pumpistor.” We find that the pumpistor defined under these conditions leads to a phase sensitive impedance, where the phase angle between the pump and signal tones becomes important. In particular the pumpistor can act as a negative resistance, producing gain. Thus, our treatment presents a simple, analytical, albeit classical understanding of the phase sensitivity associated with degenerate parametric amplification.

Our circuit model of a flux-pumped SQUID allows us to analyze much more complicated circuits in a straightforward way. We use this circuit model to analyze actual experiments performed with a reflection amplifier consisting of a flux-pumped SQUID terminating a $\lambda/4$ transmission-line cavity. We find expressions for the phase-dependent gain, showing how this system operates quite intuitively when analyzed as a negative resistance amplifier. For the quantum engineer, our analysis should prove useful when considering the interface of a flux-pumped SQUID to other RF circuit components, in any number of future circuit topologies.

We start by reviewing the relations of external magnetic flux, effective junction phase, and the current through an ideal SQUID. We consider this SQUID to be composed of two identical, parallel Josephson junctions, forming a loop which is pumped by an external magnetic flux, $\Phi_p$. We neglect capacitive effects in the SQUID, as we assume that all frequencies of interest are well below the Josephson plasma frequency. The net supercurrent through the SQUID can be expressed as

$$I = I_0 \frac{\left[ \cos(\pi \Phi_p(t)/\Phi_0) \right] \sin(\phi(t))}{\text{“flux” term}} - \frac{\left[ \sin(\pi \Phi_p(t)/\Phi_0) \right] \cos(\phi(t))}{\text{“phase” term}},$$

where $\Phi_0 = h/(2e)$ is the flux quantum and $I_0/2$ is the critical current of each of the two Josephson junctions. We
identify the current as the product of what we call the “flux”
term and the “phase” term. The phase term contains \( \phi(t) \),
the superconducting phase difference related to the voltage drop
across the SQUID, \( V(t) = \left( \frac{\phi_0}{\pi} \right) \frac{d\phi}{dt} \).

The product of these two terms leads to frequency mixing. We analyze this by small-signal series expansions
for the flux term and the phase term of Eq. (1) which depend on
the pump and signal frequencies, respectively. We multiply
other mixing products. This signal current we call
we retain only terms at the signal frequency and neglect the
identified as the “flux-pumped SQUID in the small-signal
limit can be treated as the quiescent Josephson
inductance in parallel to this special element,
“the pumpistor.” (b) As a function of phase angle \( \Delta \theta \) the pumpistor
inductance changes in the complex plane, thereby taking on characteristics of other impedances which introduce a phase sensitivity into the system.

FIG. 1. (a) The flux-pumped SQUID in the small-signal limit can be treated
as the quiescent Josephson inductance in parallel to this special element,
“the pumpistor.” (b) As a function of phase angle \( \Delta \theta \) the pumpistor
inductance changes in the complex plane, thereby taking on characteristics of other impedances which introduce a phase sensitivity into the system.

We assume the Josephson phase takes the form
\( \phi(t) = \phi_s \cos(\omega_s t + \theta_p) \). To treat the full phase term of Eq. (1),
take a Fourier-Bessel expansion where \( J_n \) is the \( n \)-th
order Bessel function of the first kind
\[
\sin[\phi(t)] = \sum_{n=0}^{\infty} J_n(\phi_s) \sin \left[ n \left( \omega_s t + \theta_s + \frac{\pi}{2} \right) \right].
\]  

(4)

We now approximate Eq. (1) by multiplying Eqs. (3) and (4). We find that the resulting supercurrent contains
frequency-mixed terms between the pump and signal frequencies.
We recall that \( \omega_p = 2\omega_s \) for the three-wave degenerate
case. To describe the system as a linear circuit element,
we retain only terms at the signal frequency and neglect the
other mixing products. This signal current we call \( I_{0s}(t) \), and
the corresponding voltage is \( V_{0s}(t) \). We can now define an
electrical input impedance at the signal frequency
\[
Z_{SQ} = \frac{V_{0s}(t)}{I_{0s}(t)} = j\omega_c L_{SQ},
\]  

(5)

where \( L_{SQ}^{-1} L_{0s}^{-1} \), using
\[
L_j = \frac{L_{j0}}{\cos(F)} \left[ \frac{\phi_j}{2J_1(\phi_j)} \right],
\]  

(6)

\[
L_p = \frac{-2e^{i\Delta \theta}}{\sin(F)} \left[ \frac{\phi_s}{2J_1(\phi_s) - 2e^{i2\Delta \theta} J_3(\phi_s)} \right],
\]  

(7)

with \( L_{j0} = \hbar/(2el_s) \) and \( \Delta \theta = 2\theta_s - \theta_p \).

Thus, we have an equivalent circuit for the driven
SQUID (Fig. 1(a)) appearing as the Josephson inductance,
\( L_j \), in parallel to an effective element which we call the
“pumpistor,” \( L_p \). The pumpistor is defined as an inductance
as its impedance is proportional to \( jo_s \).

We now examine Eq. (7) to understand the behavior of
the pumpistor. We see that the pumpistor has a dependence on
the applied ac flux amplitude such that if the flux is turned off
the pumpistor impedance becomes infinite (“an open”),
and the SQUID impedance appears as the standard Josephson
inductance. Most importantly, the pumpistor inductance also
depends on the phase angle \( \Delta \theta \). This introduces the phase
sensitivity into the circuit (Fig. 1(b)). When \( \Delta \theta = 0 \), the pumpistor
acts as a negative inductance.\(^{19}\) Since the two inductances are
in parallel, a typically large \( |L_p| \gg |L_j| \) and negative pumpistor
inductance results in a net inductance slightly larger than
the Josephson inductance. At \( \Delta \theta = \pi/2 \), the pumpistor
inductance becomes imaginary so that its impedance acts as a positive,
real resistance adding dissipation. At \( \Delta \theta = \pi \), the
pumpistor has the impedance of a positive inductance. Finally,
at \( \Delta \theta = -\pi/2 \), we find that we have a circuit element that
provides a negative resistance. In this state, power is extracted
from the pump such that the pumpistor can actively inject
power into the external circuit at the signal frequency, providing
gain. We note that the general behavior of a negative resistance
used as a reflection amplifier was recently revisited.\(^{19,20}\)

FIG. 1. (a) The flux-pumped SQUID in the small-signal limit can be treated
as the quiescent Josephson inductance in parallel to this special element,
“the pumpistor.” (b) As a function of phase angle \( \Delta \theta \) the pumpistor
inductance changes in the complex plane, thereby taking on characteristics of other impedances which introduce a phase sensitivity into the system.

Regarding saturation of the ac flux, if we had expanded
Eq. (3) to higher powers of \( \delta f \) we would have found an
equivalent impedance represented by \( L_{SQ} \) in parallel to more
inductive elements. These extra elements would represent
higher-order corrections due to a large ac flux, which
account for saturation limitations. For the specific amplifier
discussed later, the ac flux amplitude is small (\( \delta f \ll 1 \)),
and these terms are not necessary.

Regarding saturation of the Josephson phase, we note that the final, bracketed terms of both Eq. (6) and Eq. (7)
depict phenomena that would be explained by the “Duffing
nonlinearity”\(^{21,22}\) within the formalism of nonlinear differential equations. These bracketed terms tend to unity for sufficiently
small values of \( \phi_j \). Conversely, larger values of \( \phi_s \)
will affect the gain and bandwidth response expected from
the amplifier. Although these effects are typically associated
with saturation due to \( \phi_j \), bifurcation may also arise where
multiple solutions of \( \phi_s \) are allowed in the amplifier circuit.
In this work, we present a treatment of our amplifier considering only the limit of a small \( \phi_s \).

Consider, generally, that the pumpistor should act as the
active element in some amplifier topology. As the pumpistor
is always found in parallel to the smaller, passive inductance $L_J$, it is heavily shunted and its effect suppressed. In a useful device, the impedance of $L_J$ should therefore be nulled by implementing a system containing other reactances.

A parametric amplifier topology commonly used by multiple groups, including our own, is a flux-pumped SQUID terminating a superconducting quarter-wave transmission line resonator which is coupled to a transmission line via a capacitor. As shown in Fig. 2(a), a signal incident at the input enters a circulator and is reflected by the amplifier with reflection coefficient $\Gamma$ to the output port. The output power is $P_{\text{out}} = |\Gamma|^2P_{\text{in}}$, allowing us to define the power gain as $G = P_{\text{out}}/P_{\text{in}} = |\Gamma|^2$. The negative resistance of the pumpstator allows $|\Gamma|$ to become greater than unity, thus achieving gain.

To find the expression for gain, we solve the system for the reflection coefficient $\Gamma$. We consider the coupling capacitor, $C_c$, to have the $\mathbf{S}$-matrix $S_A$. This is connected to a matched $Z_0 = 50\,\Omega$ transmission line cavity represented by $S_B$:

$$S_A = \begin{pmatrix} 1 & 1 - 1 / \Gamma \frac{1}{1 + j2\omega C_c Z_0} \\ 1 / \Gamma & 1 \end{pmatrix},$$

$$S_B = \begin{pmatrix} 0 & e^{-j\lambda l} \\ e^{j\lambda l} & 0 \end{pmatrix}.$$  \(8\)

We consider the propagation constant to be $\gamma l = j\omega \sqrt{(L)(C)} + j\tau L$. $L$ and $C$ are the inductance and capacitance per unit length, respectively, while $\tau$ specifies the attenuation constant, and $l$ is the length of the transmission line. The load reflection is of the standard form $\Gamma_{\text{SQ}} = (Z_{\text{SQ}} - Z_0)/(Z_{\text{SQ}} + Z_0)$, where $Z_{\text{SQ}}$ is from Eq. (5). We find the total reflection coefficient becomes

$$\Gamma = S_{A,11} + S_{A,21}S_{A,12}S_{B,21}e^{2j\lambda l} / \left(1 - S_{A,22}S_{B,21}e^{-2j\lambda l}\right),$$  \(9\)

which, upon taking its squared amplitude, provides the expression for gain.

We can also use Eq. (10) to define an input impedance into this entire chain. We use the relation $Z_{\text{in}} = Z_0(1 + \Gamma)/(1 - \Gamma)$ to define an input impedance. The transmission line is designed for operation close to its $\lambda/4$ resonance so that $\omega_0 \approx \pi/(2\sqrt{(L)(C)}) \approx 2\pi \times 5\,\text{GHz}$. Using a series expansion in $\omega$ of the cavity admittance $Z_{\text{sq}} = (j\omega C_c)^{-1}$ near the $\lambda/4$ resonance and assuming $C_c \ll C$, we can find an equivalent lumped circuit (Fig. 2(c)) using the following relations:

$$L_{\text{eff}} = \frac{8LI}{\pi^2 + \pi^4 / 4(LI)^2} \left(\text{Re}[L_{\text{SQ}}]^2 - \text{Im}[L_{\text{SQ}}]^2\right),$$

$$C_{\text{eff}} = \frac{CL_{\text{eff}}}{\pi^2} \left[\frac{\text{Re}[L_{\text{SQ}}]^2 - \text{Im}[L_{\text{SQ}}]^2}{8(LI)^2}\right],$$

$$R_{\text{eff}} = -\frac{2Z_0(LI)}{\pi \text{Im}[L_{\text{SQ}}]}.$$  \(11-13\)

The series resonance frequency is given by $\omega_0 = [L_{\text{eff}}(C_c + C_{\text{eff}})]^{-1/2}$. Approximating the response near this resonance as harmonic, we find the following internal and external quality factors:

$$Q_{\text{int}} \approx R_{\text{eff}}(C_c + C_{\text{eff}})\omega_0,$$  \(14\)

$$Q_{\text{ext}} \approx (Z_0\omega_0 C_c)^{-1}(C_c + C_{\text{eff}}).$$  \(15\)

An approximation for the extremum value of the reflection coefficient at resonance is given by $\Gamma_m = (Q_{\text{ext}} - Q_{\text{int}})/(Q_{\text{ext}} + Q_{\text{int}})$. For conditions with no pumping and where internal dissipation is present, we have $Q_{\text{int}} > 0$, and $|\Gamma_m|$ has a value somewhere between zero and unity. For the case where the flux pump is on and the pumpstator creates a net negative load resistance, we find $Q_{\text{int}} < 0$. This case represents a net injection of power into $|\Gamma_m| > 1$. The condition for $|\Gamma_m| = \infty$ is where $Q_{\text{int}} = -Q_{\text{ext}}$ and depicts the threshold for the amplifier to become a parametric oscillator. \textsuperscript{5,23-25}

All values of reasonable amplifier gain must occur quite near this threshold, but with $Q_{\text{int}} < -Q_{\text{ext}}$. In this linear model, the region for parametric oscillation ($-Q_{\text{ext}} < Q_{\text{int}} < 0$) represents instability.

To construct and bias this device for operation as an amplifier, $Q_{\text{int}}$ must be only slightly more negative than $-Q_{\text{ext}}$. Evaluating the threshold condition $Q_{\text{int}} = -Q_{\text{int}}$ using Eqs. (14) and (15), with both $C_c \ll C$ and $|L_{\text{SQ}}| \ll LI$, we find the following:

$$|\text{Im}[L_{\text{SQ}}]| \approx \frac{\pi C_c^2}{2(\pi C)^2} LI.$$  \(16\)

So external flux and design parameters should be adjusted to approximately meet this criterion.

As an interesting comparison to data, we examine the response of this amplifier as a function of relative pump phase. Consider the signal phase angle $\Delta \theta$. This was defined relative to the signal angle, $\gamma_s$, of the Josephson phase, $\phi(t)$. We relate this to the angle of the SQUID voltage, $\theta_s = \gamma_s / 2$. Furthermore, we reference $\theta_0$ to the angle $\theta_{\text{in}}$ of the input’s source voltage, $V_s$, through the use of a transfer function derived by scattering matrices. We then map the gain of the amplifier as a function of changing the relative pump phase, $2\theta_{\text{in}} - \gamma_s$. This is demonstrated in Fig. 3 and
compared to data. Experimentally, the physical device was operated at \( T /C_2 \approx 20 \text{ mK} \) and consisted of an Al coplanar waveguide lithographed on a Si substrate, with junctions fabricated using standard two-angle evaporation. The model parameters were found to be \( C_e = 5.4 fF, C_l = 0.8 pF, L_1 = 2.3 nH, I_s = 1.7 \mu A, \Phi_{dc} = 0.38 \Phi_0, \Phi_{ac} = 7.8 \times 10^{-4} \Phi_0, \text{ and } zl = 3.0 \times 10^{-4} \).

In conclusion, we have determined the effective impedance for the parametrically flux-pumped SQUID in the three-wave, degenerate case. The impedance we have determined appears as the standard Josephson inductance in parallel to a capacitance, but not the sign of which is both real and negative, it is possible to achieve amplification. When the phase angle is such that the pumpistor has an impedance component which is both real and negative, it is possible to achieve gain. Within this circuit framework we have analyzed our experimental three-wave degenerate amplifier, thereby validating our phase-dependent model against physical data. While outside the scope of this work, it is also possible to consider a similar treatment for the phase-preserving, nondegenerate case where an idler tone is introduced.
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18. The pumpistor at this point has the same sign as a capacitance, but not the same frequency dependence.
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We characterize a Josephson parametric amplifier based on a flux-tunable quarter-wavelength resonator. The fundamental resonance frequency is ~1 GHz, but we use higher modes of the resonator for our measurements. An on-chip tuning line allows for magnetic flux pumping of the amplifier. We investigate and compare degenerate parametric amplification, involving a single mode, and nondegenerate parametric amplification, using a pair of modes. We show that we reach quantum-limited noise performance in both cases. © 2015 AIP Publishing LLC.
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I. INTRODUCTION

Due to the rapid advances in circuit quantum electrodynamics (cQED), a promising architecture for quantum information processing, there has been an increased interest in quantum-limited microwave amplifiers in recent years. Amplifiers approaching this limit of minimally added noise have been developed in a number of different superconducting technologies such as DC-SQUID (superconducting quantum interference device) amplifiers, traveling-wave parametric amplifiers, and resonator-based parametric amplifiers. In particular, systems based on Josephson junctions have been very successful and have found widespread use. For instance, Josephson parametric amplifiers have been used for the generation and measurement of nonclassical states of light, quantum-limited measurement of nanomechanical oscillators, readout schemes for superconducting qubits, and quantum feedback.

Quantum-limited performance in Josephson parametric amplifiers (JPA) has been reached in a number of configurations, all based on the modulation of the nonlinear inductance of a number of Josephson junctions. Often the Josephson junctions are configured in a SQUID geometry, or in an array of multiple SQUIDs. The junctions can be embedded in a resonant environment consisting of either a distributed circuit made up of one or multiple cavities, a lumped-element circuit, or a combination of both. The Josephson inductance can be modulated in two different ways. The first option is by current pumping, where a strong tone at the signal input port modulates the superconducting phase difference across the junctions. The second way is to flux pump the Josephson inductance, using an on-chip fast tuning line to modulate the flux through the SQUID. The current pumping case has been explored extensively in the context of parametric amplification by a number of groups. The full nonlinear dynamics of the flux-pumped system has been studied both theoretically and experimentally. It has also been shown that flux-pumping can lead to very broadband parametric downconversion even in the absence of a cavity.

In this work, we present measurements of a JPA based on a superconducting coplanar waveguide (CPW) resonator. Usually, the fundamental mode of the system is used for parametric amplification. However, our device is designed to have a relatively low fundamental frequency (lower than the cutoff of our measurement band). This allows us access to multiple higher modes within our measurement band. For a linear resonator, these modes would be equally spaced, but the nonlinearity of the SQUID introduces an anharmonicity in the mode spectrum. Using the higher modes, we explore both degenerate, phase-insensitive parametric amplification (single-mode pumping scheme), where the pump is resonant with twice the mode frequency, and nondegenerate parametric amplification (multimode pumping scheme), where the pump is resonant with the sum of the resonance frequencies of two different modes. We make a comparison of these different operation schemes and study the gain, added noise, gain-bandwidth product, and saturation power. We have calibrated our measurement setup with a shot-noise tunnel junction and demonstrate that the amplifier reaches quantum-limited performance in both operation schemes.

Compared to single-mode operation, the multimode pumping scheme also gives us access to the full instantaneous bandwidth of one of the modes, without having to worry about interference with the idler, as the idler occurs at a well-separated frequency. Beyond parametric amplification, the multimode pumping has other potential applications. For instance, when amplifying an input vacuum state, the output photons in the two modes should exhibit two-mode squeezing, a form of continuous-variable entanglement. This entanglement generation, together with previous results showing coherent mode conversion in a similar setup, is a promising candidate for continuous-variable quantum computing using cluster states.
II. SAMPLE DESIGN AND MEASUREMENT SETUP

Our parametric amplifier consists of a superconducting quarter-wavelength coplanar waveguide resonator terminated to ground by means of a SQUID. We fabricate the circuit using electron-beam lithography and standard two-angle evaporation of aluminum. We installed the amplifier in a microwave reflectometry setup (see Fig. 1) and cooled it down in a dilution refrigerator with a base temperature of 10 mK. The inductance of the SQUID, and thus the resonance frequency of the circuit, can be tuned by applying a magnetic flux through the SQUID loop. There is an external coil mounted on the sample box which allows us to apply a DC flux, \( \Phi_{DC} \), and an on-chip CPW line for applying an AC flux, \( \Phi_{AC} \). To calibrate the measurement setup, we also installed an SNTJ at the mixing chamber. The SNTJ is DC biased with a bias-T, and the RF noise is combined with the input signal by means of a directional coupler.

We designed the device with a fundamental resonance frequency \( f_{m=0}(\Phi_{DC} = 0) \) close to 1 GHz, such that we have access to several higher harmonics in the available measurement band (4–8 GHz, see Fig. 3). The flux dependence of the mode frequencies \( (m = 0, 1, 2, \ldots) \) is described by the following characteristic equation: \(^{3,41}\)

\[
\frac{\pi f_m}{\gamma f_l} \tan \left( \frac{\pi f_m}{\gamma f_l} \right) = \cos \left( \frac{\pi \Phi_{DC}}{\Phi_0} \right) \frac{L_c}{L_{sq}} - \left( \frac{\pi f_m}{\gamma f_l} \right)^2 C_{sq} C_0, \tag{1}
\]

where \( L_{sq} \) and \( C_{sq} \) denote the SQUID inductance (at \( \Phi_{DC} = 0 \)) and capacitance, respectively (see Fig. 2), \( L_c \) and \( C_r \) are the inductance and capacitance of the CPW resonator, \( f_l \) is the fundamental mode of the bare resonator, neglecting the SQUID (i.e., when the CPW is connected directly to ground) and \( \Phi_0 = \hbar/(2e) \) is the magnetic flux quantum. We used the higher modes \( m = 2, 3 \) for our measurements. The resonance frequencies are then found at \( f_m(0) \approx (2m + 1) \times f_l(0) \) and can be tuned down to \( f_m(\Phi_0/2) \approx (2m) \times f_l(0) \) (see Fig. 3). In a separate uncalibrated wide-band setup, we have also made measurements using mode 4 (results not shown).

From a normal-state resistance measurement of the SQUID, we estimate its inductance \( L_{sq} \) to be approximately 200 pH with a critical current of 1.65 mA. Simultaneous numerical fitting of the different modes \( (m = 2, 3) \) to the characteristic equation, Eq. (1), results in a SQUID inductance participation ratio \( \gamma = L_{sq}/L_l \approx 1.76\% \). The mutual inductance between the pump line and the SQUID is measured to be in the order of 10 pH. The SQUID capacitance participation ratio \( C_{sq}/C_r \) was found to be much smaller than \( \gamma \), and can therefore be neglected in the fits. The fitting also results in a bare resonator frequency \( f_l = 959 \) MHz. The flux-dependent mode frequencies \( f_m(\Phi_{DC}) \) for this sample, as well as the fitting results, are shown in Fig. 3(a).

An interdigitated coupling capacitor, \( C_r \), with a capacitance of 53 fF is used to couple the resonator to the 50 \( \Omega \) measurement line, see Fig. 2. The device is strongly over-coupled, meaning that the internal losses are significantly smaller than the external ones due to the output coupling \( Q_{in} \approx 3750 \). The resulting loaded quality factor \( Q_{in} \) is therefore limited by the external quality factor, which

![FIG. 1. The parametric amplifier (green dashed rectangle) is installed in a microwave reflectometry setup. The input signal is attenuated by 40 dB, distributed over the different temperature stages. At the mixing chamber, it is combined with the output of the shot-noise tunnel junction (SNTJ) in a 20 dB directional coupler. The reflected output tone is separated from the input tone by means of two circulators, before being amplified with a cryogenic low-noise HEMT amplifier, installed on the 3 K stage. The DC magnetic flux bias is applied by means of an external coil, while an on-chip inductively coupled tuning line, attenuated by 40 dB, is used for AC flux pumping. The micrograph shows the AC flux line (blue false color) and the SQUID (white dashed circle). Calibration of the setup is performed with an SNTJ which is installed on the mixing chamber and DC biased through a bias-T.](image1)

![FIG. 2. Schematic overview of the resonator. The resonator is marked in purple, with length \( d \) and total inductance and capacitance of \( L_r \) and \( C_r \), respectively. The resonator is connected to ground by means of a SQUID (orange), which is threaded by an external flux \( \Phi_0 \) using an on-chip tuning line (blue). The SQUID inductance is \( L_{sq} \) and its capacitance is \( C_{sq} \). The resonator is coupled to the incoming transmission line by a coupling capacitor, \( C_r \) (red), giving a mode-dependent coupling rate \( g_m/n \) for mode \( m \).](image2)
depends on the mode number. At zero flux, \( Q_m \) is about 500 for mode 2 and 460 for mode 3.

### III. THEORY

The setup as described above allows for both current- and flux pumping, the latter of which is described below. Applying an AC flux-pumping tone can be done in two different ways: degenerate pumping, where the pump frequency is close to twice the mode frequency \( (f_p \approx 2 \times f_m) \), and non-degenerate pumping, where the pump frequency is resonant with the sum of two different modes \( (f_p \approx f_m + f_n) \). In the degenerate case, any signal that falls within the linewidth of the pumped mode gets amplified, and the idler is generated in the same mode. In the special narrowband case when the signal frequency is exactly half the pump frequency, signal and idler frequencies are equal \( (f_s = f_i) \). This is phase-sensitive degenerate amplification, where signal and idler interfere to provide quadrature-dependent gain. In this operation scheme, the amplifier can, in principle, operate without adding noise.  

However, when there is a small offset between \( f_p/2 \) and \( f_s \), e.g., where \( |f_s - f_i/2| \) is smaller than the linewidth of the pumped mode, the idler is generated symmetrically around \( f_p/2 \) with respect to the signal, but still falls within the same mode \( (f_s \approx f_i \approx f_m) \). This is phase-insensitive degenerate amplification and is referred to as the single-mode pumping scheme (see Fig. 3(b)). The gain is now quadrature independent and the minimal noise added by the amplifier is given by the standard quantum limit, i.e., equal to 0.5 photons, for an amplifier with infinite gain.  

Another option is to apply an AC flux-pumping tone which is resonant with the sum of two different modes \( (f_p \approx f_m + f_n) \). In this case, any signal falling within the linewidth of one of the two different modes is amplified, generating the idler symmetrically around \( f_p/2 \) with respect to the signal. The idler is thus generated in the other mode, \( (f_i \approx f_m \text{ and } f_s \approx f_n) \). This is nondegenerate amplification and we refer to this as the multimode pumping scheme (see Fig. 3(c)). As this pumping scheme is inherently phase insensitive \( (f_s \neq f_i \text{ and signal and idler can thus never interfere}) \), the minimal noise added by the amplifier is also here the standard quantum limit.  

The single-mode pumping scheme is theoretically described in the derivation of Wustmann and Shumeiko, where the behavior of the circuit is analyzed in the case of a harmonic flux drive around a DC flux bias, \( \Phi(t) = \Phi_{DC} + \Phi_{AC}\cos(2\pi f_{dc}) \). We can extend this description and show that the full flux-pumped circuit behaves as a set of harmonic oscillators, one for each mode, that are coupled through a time-dependent, nonlinear potential. The system exhibits a wide variety of interesting dynamical features. In particular, it exhibits a number of characteristic "resonances" when the parametric pump frequency \( f_p \) is equal to the sum or difference of two mode frequencies, i.e., when \( f_p \approx f_m \pm f_n \). In the case where \( f_p \approx f_m = f_n \), we expect to see intermode conversion with a "beam splitter" type interaction. When \( f_p \approx f_m + f_n \), we expect to see parametric amplification and oscillations.  

Following the method outlined in Wustmann and Shumeiko and extending it to the multimode case, we derive the equation for the multimode gain, \( G_{mm} \):

\[
G_{mm} = \delta_{mn} + \frac{4\epsilon^2 \Gamma_m \Gamma_n}{(\Delta^2 - \Delta_0^2 + \epsilon^2 + \epsilon_0^2)^2 + (\Gamma_m + \Gamma_n)^2 (\Delta - \Delta_0)^2}. 
\]  

(2)

Here, \( \delta_{mn} \) is the Kronecker delta, \( \epsilon \) is the effective pump strength,

\[
\epsilon = \frac{\pi \Phi_{AC}}{2 \Phi_0} \sin \left( \frac{\Phi_{DC}}{\Phi_0} \right) \sqrt{2\pi \alpha \cos(k_m d)} \sqrt{2\pi \alpha \cos(k_n d)} \sqrt{M_m(k_m d)} \sqrt{M_n(k_n d)}, 
\]

(3)

and \( \Gamma_m = \pi f_m Q_m \) is the coupling rate of mode \( m \) to the transmission line (see Fig. 2) such that \( 2\Gamma_m \) is the linewidth of the resonator, given by 1,3.
where $C_c$ is the coupling capacitance and $C_i$ is the cavity capacitance. In these equations, the quantity $M_m$ is given by the equation:

$$M_m = 1 + \frac{\sin(2k_m d)}{2k_m d} + \frac{2C_{qi}}{C_i} \cos^2(k_m d),$$

where $\gamma$ is the SQUID inductance participation ratio, $d$ is the cavity length and $k_m$ is the wavenumber. For our low $\gamma$, $k_m d \approx \pi/2$. $c_{th}^2 = \Gamma_m - \Gamma_i^2 - \Delta_0^2$ is the parametric oscillation threshold. The pump frequency detuning is denoted by $\delta = 2\pi(f_p/2 - (f_m + f_n)/2)$. Finally, we also introduced an asymmetry parameter $\Delta_0$, taking into account the different coupling rates $\Gamma_m$ and $\Gamma_i$ for the different modes

$$\Delta_0 = \delta \frac{\Gamma_m - \Gamma_i}{\Gamma_m + \Gamma_i}.$$  

In Eq. (2), the signal detuning $\Delta$ is referenced to the mode frequency plus the pump detuning as follows:

$$\Delta = 2\pi f_s - (2\pi f_m + \delta).$$

Note that the idler is found at a frequency $2f_m + \Delta$, such that $f_s$ and $f_i$ are located symmetrically around $f_p/2$.

In general, the gain peaks are not Lorentzian. Moreover, for a nonzero pump detuning $\delta$, the gain exhibits two resonance peaks in the parameter region far from the parametric oscillation threshold (i.e., when $\epsilon \ll \epsilon_{th}$), similar to the degenerate case. These peaks are, however, asymmetric in position and height. While approaching the threshold, the peaks merge into a single peak, which is shifted from $f_m + \delta$ by $\Delta_0$ near the threshold. For $\delta = 0$, we always have a single peak when pumping below the threshold.

For pump strengths $\epsilon$ close to the threshold, $\epsilon_{th}$, the single resonance gain peak can be approximated as a Lorentzian

$$\text{SNR} = 2\Gamma_{th} \sqrt{\Gamma_m \Gamma_i} \left| \frac{\Delta - \Delta_0 + 2\epsilon_{th} \left( \epsilon^2 - \epsilon_{th}^2 \right)}{\epsilon_{th} + \epsilon} \right|^2$$

with $\gamma = \left[ 4\Delta_0^2 + (\Gamma_m + \Gamma_i)^2 \right]^{-1}$. In this approximation, we can unambiguously define the bandwidth

$$\text{BW} = 2\gamma (\Gamma_m + \Gamma_i) \left( \epsilon_{th}^2 - \epsilon^2 \right).$$

The amplitude gain is then $\sqrt{G} = 2\gamma \sqrt{\Gamma_m \Gamma_i} / \text{BW}$. We can make a zeroth order estimate of the gain-bandwidth product by replacing $\epsilon$ with $\epsilon_{th}$, which gives

$$\sqrt{G} \cdot \text{BW} = 4\epsilon_{th} \gamma \sqrt{\Gamma_m \Gamma_i}.$$

In the single-mode case, with $\Gamma_n = \Gamma_m = \Gamma$ and $\gamma = 1/(4\Gamma^2)$, this becomes

$$\sqrt{G} \cdot \text{BW} = 2\epsilon_{th} = 2\Gamma.$$

IV. RESULTS

A. Single-mode pumping

We first analyze the single-mode pumping scheme for mode $m = 2$. The mode frequency, $f_2 = 4.420$ GHz, is determined by the applied DC flux, which in our measurements was $\Phi_{dc} \sim -0.444\Phi_0$. When we flux pump the SQUID in order to study parametric amplification, there is a nonlinear pump-induced frequency shift of the resonance to a slightly lower frequency. As this frequency shift depends on the pump strength, we have to sweep the pump over an appropriate frequency range in order to find the resonance for each pump power.

To map out the region in which we observe gain, we scanned the pump both in power and in frequency. A small signal tone was applied with an offset of $\Delta = 100$ kHz compared to half the pump frequency, $f_s = f_p/2 + 100$ kHz, to operate the device nondegenerately (such that the gain does not depend on the pump phase). We extracted the gain by comparing the reflected signal power with the pump on and off (see Fig. 5). We also measured the increase of the noise floor at the signal frequency with the pump on compared to off. The gain and the increase in the noise floor allow us to calculate the improvement in signal-to-noise ratio ($\text{SNR}$, see Fig. 5(b)) provided by the parametric amplifier, $\Delta\text{SNR} = \text{SNR}_{th}/\text{SNR}_{th}$. $\text{SNR}_{th}$ denotes the SNR with only the HEMT amplifier on, and $\text{SNR}_{th}$ is the SNR when we also turn on the parametric amplifier. Note that this ratio is taken in linear units. The amplifier performance is optimal when $\Delta\text{SNR}$ is maximized. We find a maximal $\Delta\text{SNR}$ of 10.5 dB for a pump strength of $-52$ dBm and a pump frequency of 8.828 GHz. Note that the uncertainty in the pump power is $\pm 2$ dBm, due to an uncertainty in the attenuation of the pump line.

The noise performance of amplifiers is often quantified by the amount of noise that they add, referred to their input. There exists, however, a quantum limit which puts a lower limit on the amount of noise added. For a nondegenerate amplifier (which amplifies both quadratures equally), the quantum limit of added noise ($N_{QL}$) depends on the power gain of the amplifier ($G$) in the following way:

$$N_{QL} = \frac{1}{2} \left| 1 - \frac{1}{G} \right|.$$

Note that the quantum limit tends to 0.5 added photons when the gain of the amplifier goes to infinity. However, for finite gain the added number of photons can become less
than 0.5 photons. Note that this does not imply that one can obtain a system noise less than the standard quantum limit by cascading low-gain amplifiers.

To calculate the amount of noise added by our parametric amplifier (as referred to its input), we need to calibrate the noise of the measurement chain without the parametric amplifier (see Fig. 4). For this purpose, we installed an SNTJ at the mixing chamber of our cryostat. The SNTJ acts as a controllable noise source, allowing us to calibrate the total noise as referred to the SNTJ ($N_{\text{SNTJ}}$), over the frequency range of interest. During the calibration, the pump is turned off and the resonator is tuned away from the band of interest. Then, the measurement chain was found to add $\sim 24.5$ photons for a total noise $N_{\text{SNTJ}} \sim 25$ photons. In order to calculate the added noise by the parametric amplifier itself, we convert this number to the input of the parametric amplifier. To do this we need to take the insertion loss of the components between the SNTJ and the parametric amplifier into account (a bias-T, directional coupler, circulator, and 8 GHz low-pass filter). Assuming that these components are at the same temperature as the SNTJ, this is done as follows:

$$N_{\text{SYS}} = \frac{N_{\text{SNTJ}}}{A_{IL}} - N_{\text{in}}, \quad (13)$$

where $N_{\text{SYS}}$ is the noise of the measurement chain, referred to the input of the parametric amplifier, $A_{IL}$ is the total insertion loss of the components in the path between the SNTJ and the parametric amplifier, and $N_{\text{in}}$ is the number of noise photons of the field in the input line, which is calibrated at the SNTJ to be very close to vacuum noise, 0.5 photons. With an insertion loss $A_{IL} = 1.75 \pm 0.4$ dB, verified in a separate measurement, we obtain $N_{\text{SYS}} \sim 16.2^{+1.3}_{-1.0}$ photons, which corresponds to a noise temperature of $\sim 3.4$ K. The factory-measured noise temperature of our HEMT amplifier is $\sim 2$ K. This means that the $N_{\text{SYS}}$ corresponds to a loss of $\sim 2$ dB between the parametric amplifier and the HEMT, which is reasonable.

As we now know the noise added by our measurement chain, the gain of the parametric amplifier, and the improvement in SNR, we can rewrite $\Delta \text{SNR}$ as a function of the amount of noise, $N_j$, added by the parametric amplifier as follows:

$$\Delta \text{SNR} = \frac{G_{\text{SYS}} G_1 S}{G_{\text{SYS}} (N_{\text{SYS}} + G_1 (N_j + N_{\text{in}}))} = \frac{N_{\text{SYS}} + N_{\text{in}}}{G_1} \frac{1}{N_j + N_{\text{in}}} + N_{\text{in}} \left( \frac{1}{\Delta \text{SNR}} - 1 \right). \quad (14)$$

Here, $N_j$ and $G_1$ are the number of noise photons added by the parametric amplifier and its power gain, respectively. $G_{\text{SYS}}$ is the gain of the measurement chain from the output of the parametric amplifier onwards. We solve Eq. (14) to express $N_j$ as

$$N_j = N_{\text{SYS}} \left( \frac{1}{\Delta \text{SNR}} - 1 \right) + N_{\text{in}} \left( \frac{1}{\Delta \text{SNR}} - 1 \right). \quad (15)$$

Using Eq. (15), we can calculate the added number of noise photons, $N_j$, from $G_1$ and $\Delta \text{SNR}$. In Fig. 5(c), we show $N_j$ for all points where the gain was larger than 3 dB. To see how close we get to the quantum limit, we present the data in an alternative way in Fig. 5(d). We combine Figs. 5(a) and 5(c), in a plot of the added noise versus the gain. However, we retain only the points with the lowest $N_j$ for each bin, which is a 0.1 dB wide range of gain in Fig. 5(d). These points are grouped within the white contours of Fig. 5(c). We see that $N_j$ follows the quantum limit nicely, even where the quantum limit is significantly smaller than 0.5 photons. The error bars reflect the uncertainty in the insertion loss of the components installed between the SNTJ and the parametric amplifier as described above. We also plot the maximum $\Delta \text{SNR}$ for each pump power as a function of the power gain at that point.

The noise performance is not the only point of interest in an amplifier. The bandwidth and its dependence on the gain are also important. To measure the bandwidth of the amplifier, we need to record the gain as a function of signal frequency for each pump power and frequency. We do this by sweeping the signal tone in a range around $f_s$. We record the change in reflection coefficient of the amplifier when the pump was turned from off to on. The bandwidth, BW, is then extracted (by fitting a Lorentzian) as the full width at half maximum of the power gain peak. The peak power gain, $G_{\text{peak}}$, is also extracted (see Fig. 6(b)). For each pump power, we find the pump frequency which shows the largest gain (where the pump is closest to twice the resonance frequency). Note that the resonance frequency tends to shift down with increasing pump strength as discussed above. We calculate the gain-bandwidth product for the optimal pump frequency as $\text{GBWP} = \sqrt{G_{\text{peak}} \cdot \text{BW}}$. $G_{\text{peak}}$, BW, and GBWP are shown as a function of pump power at the sample in Fig. 6(a). The GBWP shows a plateau at 12 MHz. When the gain surpasses 20 dB, the GBWP starts to fall off. The drop in $G_{\text{peak}}$ and GBWP are likely caused by the transition into the parametric oscillation regime.
A last figure of merit is the saturation power of the amplifier. This is defined as the signal power at which the gain is decreased by 1 dB. We extracted the saturation power at a single pump power and frequency, where the gain was 10.5 dB. This value allows for a comparison between the different pumping schemes. In this measurement, we fix the pump and sweep the signal frequency around $f_p/2$. We record the peak gain, $G_{\text{peak}}$ as a function of increasing signal power. The saturation power was found to be $-133.5$ dBm.

B. Multimode pumping

We are not limited to pumping of a single mode, but we can also pump with a frequency $f_p = f_m + f_n$, with $m \neq n$. In this case, we expect that any signal tone with a frequency close to that of a pumped mode is amplified. In the available measurement bandwidth of our setup, and with the DC flux bias $\Phi_{\text{DC}} = -0.44\Phi_0$, we used two of the available modes, $f_2$ and $f_3$, with unpumped resonance frequencies 4.420 GHz and 6.219 GHz, respectively.

To map out the region in which we see gain, the pump was scanned both in power and in frequency. A small signal tone was applied at $f_s = f_p/2 + 100$ kHz as a function of pump power at the sample, $P_p$, and signal frequency, $f_s$. The range of panel (c) is marked by the blue dashed rectangle in panel (a). The optimal point of operation, where we get the highest SNR improvement, is at $f_p = 4.4141$ GHz and $P_p = -52$ dBm, and shows $\Delta\text{SNR} = 10.5$ dB. Whenever the gain exceeded 3 dB, we extracted the noise added by the parametric amplifier. The maximum $\Delta\text{SNR}$ for each pump power is marked with the black line in panel (b). Panel (d) shows the minimum added noise as a function of gain (in 0.1 dB wide bins). The error bars reflect the uncertainty in the insertion loss of the components installed between the SNTJ and the parametric amplifier (1.75 ± 0.4 dB). The blue line marks the quantum limit as a function of gain (Eq. (12)). All the points of added noise in panel (d) fall within the white dashed contours in panel (c). The orange line shows the $\Delta\text{SNR}$ as a function of gain taken along the black line in panel (b).

FIG. 5. Single-mode pumping. (a) Power gain, (b) improvement in SNR ($\Delta\text{SNR}$) and (c) number of added noise photons ($N_J$) observed at $f_s = f_p/2 + 100$ kHz as a function of pump power at the sample, $P_p$, and signal frequency, $f_s$. The range of panel (c) is marked by the blue dashed rectangle in panel (a). The optimal point of operation, where we get the highest SNR improvement, is at $f_p = 4.4141$ GHz and $P_p = -52$ dBm, and shows $\Delta\text{SNR} = 10.5$ dB. Whenever the gain exceeded 3 dB, we extracted the noise added by the parametric amplifier. The maximum $\Delta\text{SNR}$ for each pump power is marked with the black line in panel (b). Panel (d) shows the minimum added noise as a function of gain (in 0.1 dB wide bins). The error bars reflect the uncertainty in the insertion loss of the components installed between the SNTJ and the parametric amplifier (1.75 ± 0.4 dB). The blue line marks the quantum limit as a function of gain (Eq. (12)). All the points of added noise in panel (d) fall within the white dashed contours in panel (c). The orange line shows the $\Delta\text{SNR}$ as a function of gain taken along the black line in panel (b).

A last figure of merit is the saturation power of the amplifier. This is defined as the signal power at which the gain is decreased by 1 dB. We extracted the saturation power at a single pump power and frequency, where the gain was 10.5 dB. This value allows for a comparison between the different pumping schemes. In this measurement, we fix the pump and sweep the signal frequency again around $f_p/2$. We record the peak gain, $G_{\text{peak}}$ as a function of increasing signal power. The saturation power was found to be $-133.5$ dBm.

FIG. 6. Single-mode pumping. (a) Peak power gain ($G_{\text{peak}}$), 3 dB bandwidth (BW), and gain-bandwidth product (GBWP) as a function of pump power at the sample (and for the pump frequency where the gain was maximum). The bandwidth was extracted as the FWHM of the gain peak and is shown in blue. The maximum of the gain peak is shown in red. The GBWP is then defined as $\sqrt{G_{\text{peak}}}$BW and was found to have a plateau at 12 MHz. At higher pump powers, it starts to drop off. (b) Power gain as a function of signal frequency for several pump powers marked by the colored circles in panel (a). We also present the Lorentzian fit of each gain with the solid lines.

We are not limited to pumping of a single mode, but we can also pump with a frequency $f_p = f_m + f_n$, with $m \neq n$. In this case, we expect that any signal tone with a frequency close to that of a pumped mode is amplified. In the available measurement bandwidth of our setup, and with the DC flux bias $\Phi_{\text{DC}} = -0.44\Phi_0$, we used two of the available modes, $f_2$ and $f_3$, with unpumped resonance frequencies 4.420 GHz and 6.219 GHz, respectively.

To map out the region in which we see gain, the pump was scanned both in power and in frequency. A small signal tone was applied at $f_s = f_p/2 + 100$ kHz as a function of pump power at the sample, $P_p$, and signal frequency, $f_s$. The range of panel (c) is marked by the blue dashed rectangle in panel (a). The optimal point of operation, where we get the highest SNR improvement, is at $f_p = 4.4141$ GHz and $P_p = -52$ dBm, and shows $\Delta\text{SNR} = 10.5$ dB. Whenever the gain exceeded 3 dB, we extracted the noise added by the parametric amplifier. The maximum $\Delta\text{SNR}$ for each pump power is marked with the black line in panel (b). Panel (d) shows the minimum added noise as a function of gain (in 0.1 dB wide bins). The error bars reflect the uncertainty in the insertion loss of the components installed between the SNTJ and the parametric amplifier (1.75 ± 0.4 dB). The blue line marks the quantum limit as a function of gain (Eq. (12)). All the points of added noise in panel (d) fall within the white dashed contours in panel (c). The orange line shows the $\Delta\text{SNR}$ as a function of gain taken along the black line in panel (b).
The noise performance of the multimode pumping scheme is evaluated by calculating $N_J$ in a similar fashion as in the single-mode pumping case (see Figs. 7(c) and 7(d)). The calibration of the measurement chain gives $N_{SYS} \sim 16.2 \pm 1.3$ photons in mode 2 and $N_{SYS} \sim 13.8 \pm 1.4$ photons in mode 3 (with $A_{IL} = 1.75 \pm 0.4$ dB for mode 2 and $A_{IL} = 2.25 \pm 0.4$ dB for mode 3). As this operation scheme is also nondegenerate, the noise added by the parametric amplifier is bounded by the same quantum limit as the single-mode pumping, $N_J \geq \frac{1}{4} |1 - |G|^2|$. We also present the added noise data and the maximum $\Delta$SNR for each pump power as a function of the power gain in Figs. 7(e) and 7(f) in the same way as for the single-mode case.

Gain, BW, and the GBWP are measured in a similar way as before. The $G_{Peak}$, BW, and GBWP are shown, as a function of pump power at the sample in Figs. 8(a) and 8(b).
The GBWP shows a plateau at 17.5 MHz, for both modes. When the gain surpasses \(\pm 18\) dB, the GBWP starts to drop off. We also show the power gain as a function of \(f_s\) for a number of pump powers in Figs. 8(c) and 8(d).

Lastly, we also measured the saturation power of the parametric amplifier with 11 dB of gain, similar to the gain for which the saturation powers in the single-mode case were extracted. The saturation power for modes 2 and 3 were found to be \(-133\) dBm and \(-131\) dBm, respectively. We present this data and the data from the single-mode pumping scheme in Table I.

![Figure 8](https://example.com/figure8.png)

**TABLE I. Gain, saturation power, \(P_{Sat}\), and GBWP for modes 2 and 3 for multimode pumping, and a comparison with the single-mode pumping case.**

<table>
<thead>
<tr>
<th>Pumping scheme</th>
<th>Mode number</th>
<th>Gain (dB)</th>
<th>(P_{Sat}) (dBm)</th>
<th>GBWP (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-mode</td>
<td>2</td>
<td>10.5</td>
<td>(-133.5)</td>
<td>12</td>
</tr>
<tr>
<td>Multimode</td>
<td>2</td>
<td>11</td>
<td>(-133)</td>
<td>17.5</td>
</tr>
<tr>
<td>Multimode</td>
<td>3</td>
<td>11</td>
<td>(-131)</td>
<td>17.5</td>
</tr>
</tbody>
</table>

**V. DISCUSSION AND SUMMARY**

Having characterized the different pumping schemes, we can now make a comparison. Within the investigated pump parameter space, we achieved quantum-limited performance for both single- and multimode pumping. In both cases, the amount of noise added by the parametric amplifier is gain dependent.

The optimal point of operation is where the improvement in SNR, \(\Delta SNR\), is maximized. For the single-mode case, the maximal \(\Delta SNR\) was 10.5 dB with \(N_I = 0.7\) photons. At this point, the total noise of the measurement setup referred to the input of the JPA (including the JPA itself) is 0.86 photons. The total added noise of the whole setup, referred to the SNTJ and including the insertion loss, is then 1.54 photons. For the multimode case, the optimum values gave a \(\Delta SNR\) of 9.5 dB (\(N_I = 0.98\) photons and the total added noise, referred to the JPA, of 1.57 photons) and 10.5 dB (\(N_I = 0.7\) photons and the total added noise, referred to the JPA, of 0.83 photons) for modes 2 and 3, respectively. The total added noise, referred to the SNTJ, is then 2.59 photons and 1.73 photons for modes 2 and 3, respectively.

We also analyzed the bandwidth of the amplifier in both schemes. The GBWP was then presented as a function of pump strength, and for the pump frequency which showed maximum gain. By doing this, we can assume that the effective pump detuning, taking into account pump-induced frequency shift, is close to zero. Using Equations (10) and (11) to calculate the theoretical value of the GBWP, we expect 13.8 MHz and 19.4 MHz for the single- and multimode pumping schemes, respectively. In the experiment, the GBWP as a function of pump strength is indeed fairly constant at a level of 12 MHz and 17.5 MHz for the single- and multimode pumping scheme, respectively. These values are relatively close to the theoretically expected values. For gain values larger than 20 dB, the GBWP starts to fall off. This likely indicates that we have crossed the threshold for parametric oscillations. The drop in GBWP is more significant for the single-mode pumping scheme compared to the multimode pumping scheme.

The multimode pumping scheme has similarities to the previous work with a so called Josephson parametric converter.\(^{14,22,23,45}\) That device separates the signal and idler modes at two different frequencies into two physically distinct cavities which are then connected by a network of Josephson junctions that requires multilayer fabrication with crossover wiring. The design aims to eliminate the higher-order nonlinearities from the Josephson junctions. However, separation of the signal and idler in different cavities is not always necessary. Our design is less intricate and also allows...
us to separate signal and idler over different modes of the same resonator.

In summary, we measured a Josephson parametric amplifier where we compared two different pumping schemes. The amplifier closely approached quantum-limited noise performance for both the single-mode pumping scheme and the multimode pumping scheme. In accordance with theory, we also observed that the added noise can be less than 0.5 photons for relatively low gain. The multimode pumping scheme, where we pump different pairs of modes of the same resonator, is a way of generating nondegenerate parametric amplification in frequency bands which are separated by several GHz. In contrast to the single-mode pumping schemes, we can use the whole bandwidth of the amplifier, as the idler occurs at a well-separated frequency.
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We demonstrate frequency conversion between multiple modes of the same resonator using parametric coupling. We use a quarter-wavelength superconducting microwave resonator with a magnetic-flux tunable boundary condition. The resonator has several modes in the available measurement bandwidth (3–12 GHz). A periodic modulation of the resonator’s boundary, at the difference frequency of two modes, provides the time-varying element that couples the modes together. By designing the resonator with varying characteristic impedance along its waveguide, we obtain sufficient selectivity between different pairs of the frequency spectrum. The coupling strength depends linearly on the modulation amplitude, meaning that we can control the coupling up to a maximum of 44 MHz for a 2 GHz frequency difference between resonant modes.

I. INTRODUCTION

On-chip superconducting microwave resonators offer essentially noise-free performance and experimental design flexibility for the study of microwave radiation at the quantum limit. These circuits are used for microwave quantum optics experiments and constitute one promising hardware platform for quantum-information processing applications. Properties such as quantum squeezing,1 atom–photon interaction, and parametric amplification,2–7 oscillation,8 and frequency conversion9–11 are currently being actively investigated.

Frequency-tunable resonators are particularly useful devices for quantum technology.12–14 The tunability is provided by one or more integrated direct-current superconducting quantum interference devices (dc-SQUIDs). The Josephson inductance of a SQUID can be varied by an externally applied magnetic flux that penetrates the SQUID loop (“flux pumping”), as in the work presented in this paper, or by a current flowing through the SQUID (“current pumping”). Periodic modulation of the resonant frequency can, depending on how the device is operated, lead to parametric phase-sensitive or phase-preserving amplification of an incoming signal, parametric instability, and, in a multi-mode resonator, parametric frequency conversion.15,16 The parametric coupling can be shown to give a beam-splitter-like interaction between two resonant modes, with frequencies $f_n$ and $f_m$. Then a signal can be parametrically and coherently converted between the two modes by applying a pump at the difference frequency, $f_p = f_n - f_m$.

Classically, two resonators, whose coupling is modulated at their difference frequency, exhibit an oscillating exchange of energy. The notion that such a system could be used to couple quantum mechanical modes was already worked out in the 1960s.17,18 In quantum optics, different wavelengths were coupled together using laser-pumped nonlinear crystals.19 Parametric coupling was also achieved between an optical cavity and a nanomechanical system,20 and microwave resonators and a nanomechanical oscillator.21 In one experiment with a superconducting stepped-impedance resonator, two resonant modes were coupled parametrically, and the authors demonstrated coherent control of a single-photon state in a superposition of the two modes.9 In another experiment, two 3D microwave cavities were controllably coupled together by means of a flux-pumped SQUID array.10 The Josephson ring modulator has also been used as a parametric coupling element between a low-loss 3D microwave cavity and a transmission line.11,22,23 In all cases the coupling was based on frequency conversion.

In this paper we present measurements on a multimode stepped-impedance resonator, where the different resonant modes are parametrically coupled through a flux-pumped SQUID. The resonator was designed to have a relatively low loaded quality factor; this requires tailoring of the spectrum to be anharmonic, thereby allowing for selective coupling of the different pairs of modes. An impedance distribution along the resonator was designed using microwave simulations. We show selective coupling of different pairs of modes in the 3–12 GHz range, and a tunable coupling strength, up to 44 MHz, for modes separated by 2 GHz. This experiment opens the door to controllable distribution of quantum information over the different available modes.

II. SAMPLE DESIGN AND MEASUREMENT SETUP

The multimode resonator is a stepped-impedance quarter-wavelength coplanar waveguide (CPW) resonator. The resonator is coupled to the measurement line by a coupling capacitance, $C_c$, and it is terminated to ground at the other side by a SQUID. The circuit was patterned with electron-beam lithography and fabricated using a standard two-angle evaporation process with a to-
nal film thickness of 90 nm. Both the SQUID as well as the CPW are made in the same step using aluminum. The sample is cooled down in a dilution refrigerator with a base temperature of 10 mK and is connected in a microwave reflectometry setup, see Fig. 1. The input line is separated from the measurement line by means of a 20 dB directional coupler. Two isolators are installed between the sample and the cryogenic HEMT amplifier in order to absorb any noise coming from the amplifier. The resonator is frequency tunable by applying a magnetic flux through the SQUID loop. For this reason an external superconducting coil is mounted on the sample holder to apply a DC flux, $\Phi_{DC}$, and an on-chip CPW microwave line to provide an AC flux, $\Phi_{AC}$.

The resonator is designed to have a fundamental mode frequency around 1 GHz. We have access to several higher modes in the available amplifier bandwidth (3-12 GHz). The zero flux SQUID inductance is calculated to be approximately 223 pH, from a measurement of its normal state resistance corresponding to a critical current of approximately 1.48 $\mu$A. The SQUID inductance is not sufficiently large to make the spectrum nondegenerate, so that individual pairs of modes can be addressed.

We solve this by dividing the 3 cm long resonator in 6 sections with equal length and by varying the impedance between the sections. This is done by varying the ratio between the width of the center conductor, $W_{CPW}$, and the gaps between the center conductor and the ground planes, $G_{CPW}$. The total distance between the ground planes is kept constant ($2G_{CPW} + W_{CPW} = 2\mu m$). The phase velocity is constant throughout the resonator. We use microwave simulations to optimize the dimensions in order to provide a maximally nondegenerate spectrum, resulting in the measured resonance frequencies found in Table I. This is done by evenly distributing the frequency differences between neighboring modes, over as large a range as possible. An overview of the design is given in Table II. The measured resonance frequencies for the different modes are given as a function of DC flux in Fig. 2.

The coupling capacitor, $C_e$, is interdigitated and from the external quality factor we estimate $C_e = 53 fF$. The device is overcoupled, meaning that the external coupling is larger than the internal losses. The external quality factor, $Q_e$, for the different modes (at $\Phi_{DC} = 0$), together with the mode frequencies, $f_m$, are given in Table I. The loaded quality factor, $Q$, is approximately 300 for all the modes.

III. THEORY

The setup as described above allows flux pumping of the resonator. When flux pumping there are several operation regimes possible. If the pump frequency is equal to twice the frequency of a mode $f_p \approx 2f_m$, we can get degenerate parametric amplification. When the pump frequency is equal to the sum of two of the modes, $f_p \approx f_m + f_n$, we always have nondegenerate amplification.

In this paper we treat the case where the pump is close to the difference frequency between two modes, $f_p \approx f_m - f_n$. In this case the modes are parametrically coupled together, allowing for intermode conversion between them.

It is possible to make a derivation similar to the case of parametric amplification described by Wustmann and Shumeiko. The full derivation will be given elsewhere. The behavior of the circuit is analyzed in the case of
TABLE I. The mode frequency, $f_m$, the difference frequency with the lower mode, $f_m - f_{m-1}$, the external quality factor, $Q_e$, and the loaded quality factor, $Q_l$, for the different modes available in the measurement band. ($\Phi_{DC} = 0$).

<table>
<thead>
<tr>
<th>Mode number $m$</th>
<th>$f_m$ [GHz]</th>
<th>$f_m - f_{m-1}$ [GHz]</th>
<th>$Q_e$</th>
<th>$Q_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>3.425</td>
<td>-</td>
<td>270</td>
<td>250</td>
</tr>
<tr>
<td>2</td>
<td>4.815</td>
<td>1.390</td>
<td>350</td>
<td>280</td>
</tr>
<tr>
<td>3</td>
<td>6.839</td>
<td>2.024</td>
<td>375</td>
<td>280</td>
</tr>
<tr>
<td>4</td>
<td>8.571</td>
<td>1.732</td>
<td>590</td>
<td>400</td>
</tr>
<tr>
<td>5</td>
<td>11.257</td>
<td>2.686</td>
<td>330</td>
<td>270</td>
</tr>
</tbody>
</table>

TABLE II. The width of the center conductor, $W_{CPW}$, and gap between the center conductor and ground planes, $G_{CPW}$. The ratio between $W_{CPW}$ and $G_{CPW}$ was varied such that the total distance between the ground planes remains constant ($2W_{CPW} + G_{CPW} = 2\mu m$). Microwave simulations are used to optimize the dimensions, such as to provide a maximally nonequidistant spectrum. Section one is closest to the coupling capacitor, while section six ends at the SQUID.

<table>
<thead>
<tr>
<th>Section</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width, $W_{CPW}$ [µm]</td>
<td>3</td>
<td>14</td>
<td>16</td>
<td>5</td>
<td>5.5</td>
<td>13</td>
</tr>
<tr>
<td>Gap, $G_{CPW}$ [µm]</td>
<td>12</td>
<td>6.5</td>
<td>5.5</td>
<td>11</td>
<td>10.75</td>
<td>7</td>
</tr>
<tr>
<td>Simulated Impedance [Ω]</td>
<td>84</td>
<td>47</td>
<td>43</td>
<td>72</td>
<td>70</td>
<td>50</td>
</tr>
</tbody>
</table>

FIG. 2. The flux tuning of the resonator modes. The resonator has a fundamental mode of approximately 1 GHz. This gives us access to modes 1 to 5. The frequency of the modes can be tuned by means of modulating the magnetic flux through the SQUID. The frequency tuning is periodic with a flux quantum, $\Phi_0 = h/2e$. To be able to address individual pairs of modes, the spectrum needs to be sufficiently non-equidistant with respect to the width of the modes. This has been achieved by varying the characteristic impedance of the CPW throughout the resonator, see Table II.

FIG. 3. Overview of the different detunings in the theoretical description. $\delta$ is the angular pump detuning from $f_n - f_m$. The signal detuning, $\Delta$, is referred to the pumped frequencies $2\pi f_m - \delta$ and $2\pi f_n + \delta$.

A harmonic flux drive around a DC flux bias, $\Phi(t) = \Phi_{DC} + \Phi_{AC} \cos(2\pi f_0 t)$. The flux-pumped circuit behaves as a set of harmonic oscillators, one for each mode. These modes are coupled through a time-dependent, nonlinear potential. We assume that the pump frequency is close to the difference frequency of modes $m$ and $n$, $f_p = f_n - f_m + \delta/\pi$, with $\delta$ the angular pump detuning and $f_n > f_m$, see Fig. 3. It is then possible to write the input-output relation which couples the slow amplitudes of the incoming fields, $B_m$ and $B_n$, and outgoing fields, $C_m$ and $C_n$: \[
S_{mn} = \left( C_m \right) = S \left( B_m \right) / B_n ,
\]
where $V$ is given below:
\[
S = \left( 1 - \frac{2i \gamma_m (\Delta + i \Gamma_n + \delta)}{2i \gamma_n \Gamma_m \phi_{AC} + \Delta + i \Gamma_n + \delta} \right) ,
\]
where $D = (\Delta + i \Gamma_n - \delta) (\Delta + i \Gamma_n + \delta) - \epsilon^2$ and $\Delta$ is the signal detuning from the pumped frequencies $2\pi f_m - \delta$ and $2\pi f_n + \delta$, which are the frequencies coupled by a pump with a detuning $\delta$, see Fig. 3. In eq. (2), $\Gamma_m = \pi f_m / Q_m$ denotes the coupling rate of mode $m$ to the measurement line. $\Gamma_n = \Gamma_m + \Gamma_n = \pi f_m / Q_n$ denotes the total damping rate of mode $m$, including internal damping, $\Gamma_n = \pi f_n / Q_n$. The effective pump strength is denoted with $\epsilon$ and gives the coupling strength between the modes. It is given by:
\[
\epsilon = \frac{\pi \gamma_{AC} \sin(\pi \phi_{AC})}{2 \gamma_0} \frac{\sqrt{2 \pi f_m \cos(k_m d) \sqrt{2 \pi f_n \cos(k_n d)}}}{\sqrt{M_m k_m d} \sqrt{M_n k_n d}} ,
\]

where $\gamma_0$ is the SQUID inductance participation ratio, $d$ is the cavity length and $k_n$ is the wavenumber. $M_m$ is the effective mode mass and is given by:
\[
M_m = 1 + \frac{\sin(2k_m d)}{2k_m d} + \frac{2C_m}{C_m} \cos^2(k_m d) .
\]

In this equation $C_m$ is the SQUID capacitance and $C_m$ is the cavity capacitance. For all our modes of interest, $M_m \approx 1$.

The reflection coefficients for modes $m$ and $n$ are then given by:
\[
S_{nm} = \frac{(\Delta - \delta + i (\Gamma_m - \Gamma_n)) (\Delta + \delta + i \Gamma_n) - \epsilon^2}{(\Delta - \delta + i \Gamma_n) (\Delta + \delta + i \Gamma_n) - \epsilon^2} .
\]
\[
S_{mn} = \frac{(\Delta - \delta + i\Gamma_m) (\Delta + \delta + i\Gamma_n) - \epsilon^2}{(\Delta - \delta + i\Gamma_m) (\Delta + \delta + i\Gamma_n) - \epsilon^2}
\] (6)

The conversion between the modes is given by:
\[
S_{mn} = S_{nm} = \frac{2\epsilon\sqrt{\Gamma_m\Gamma_n}}{(\Delta - \delta + i\Gamma_m) (\Delta + \delta + i\Gamma_n) - \epsilon^2}
\], (7)

where \(S_{xy}\) are related to the field amplitudes as \(S_{xy} = C_{x/y}B_{y/x}\). Note that these equations are in the low amplitude limit as both the Duffing nonlinearities, introduced by the SQUID, as well as the pump-induced frequency shifts are neglected.\(^{24}\) There are two distinct resonances present in eqs. (5) and (6) and these are found when the signal detuning equals the pump detuning, \(\Delta = \pm\delta\). For signals close to mode \(m\) these resonances are at \(f_{m,1} = f_m\) and \(f_{m,2} = f_m - \delta/\pi\). For signals close to mode \(n\) these resonances are found at \(f_{n,1} = f_n + \delta/\pi\) and \(f_{n,2} = f_n\). These resonances are then hybridized by the pump. The hybridized resonances are found at:
\[
f_{m,\pm} = \frac{1}{2} \left( f_{m,1} + f_{m,2} \pm \sqrt{\left( \frac{\epsilon}{\pi} \right)^2 + (f_{m,1} - f_{m,2})^2} \right)
\], (8)
\[
f_{n,\pm} = \frac{1}{2} \left( f_{n,1} + f_{n,2} \pm \sqrt{\left( \frac{\epsilon}{\pi} \right)^2 + (f_{n,1} - f_{n,2})^2} \right)
\], (9)

These can be rewritten as:
\[
f_{m,\pm} = f_m + \frac{1}{2\pi} \left( -\delta \pm \sqrt{\epsilon^2 + \delta^2} \right)
\], (10)
\[
f_{n,\pm} = f_n + \frac{1}{2\pi} \left( \delta \pm \sqrt{\epsilon^2 + \delta^2} \right)
\], (11)

IV. RESULTS

We have analyzed the parametric coupling between two different pairs of modes. For each measurement we have biased the resonator at a DC flux value of \(\Phi _{DC} = 0.45\Phi _0\). At this DC flux the pump frequency, \(f_p\), is swept over a region close to \(f_n - f_m\). For each pump frequency and pump power we record the reflection coefficient (\(S_{nm}\) and \(S_{mn}\)) at each of the pumped modes as a function of signal frequency. We then fit the phase of the reflection coefficient and extract the mode frequency and the effective pump strength.\(^{6}\) We present data where modes 2 and 3 and modes 4 and 5 are coupled, see Fig. 4. The white dashed lines represent \(f_{m,1}\) and \(f_{m,2}\), the unhybridized resonances, and the green dashed lines are \(f_+\) and \(f_-\). The minimum splitting between \(f_+\) and \(f_-\) as a function of pump frequency is equal to twice the effective pump strength, \(2\epsilon\).

We have also extracted the effective pump strength as a function of the applied pump amplitude at the sample, where the total attenuation in the pump line was estimated to be 56 dB. For each pair of modes we sweep the pump power at each pump frequency, \(f_p\). We see that the effective pump strength scales linearly with the pump amplitude and that the scaling is approximately the same for both pairs of modes. The effective pump strength was tuned from 13 MHz to approximately 44 MHz, see Fig. 5(a) for both modes 2 and 3 and for modes 3 and 4. The effective pump strength scales linearly with the pump amplitude. At higher pump amplitudes the pump-induced frequency shift will start to play a role and the modes will start to shift towards lower frequencies.

The effective pump strength can be related to the AC flux amplitude using eq. (3). For this it is necessary to make an estimate of \(\gamma_0\) and \(k_m\). To do this we have extracted the phase velocity from a similar sample where the impedance was constant along the CPW line. The phase velocity was found to be \(v_{ph} = 1.151 \times 10^8\) m/s. The wave vector \(k_m\) can then be found as \(k_m = 2\pi f_m / v_{ph}\). The SQUID participation ratio is not as trivial to determine because the inductance per unit length will change from section to section. The impedance is however distributed around 50 Ohm, such that we can assume that the average inductance per unit length will be the same as in a sample (without the stepped impedance) measured in a different experiment.\(^7\) Using the data from that sample and the measurements of the SQUID inductance we estimate \(\gamma_0 = 1.95\%\). The AC flux amplitude (renormalized to \(\Phi_0\)) as a function of the pump current is shown in Fig. 5. We can then estimate that the mutual inductance between the on-chip microwave flux pumping line and the SQUID is approximately 2.3 pH.

V. DISCUSSION AND SUMMARY

We have characterized a stepped-impedance multimode resonator, divided into six sections. The impedance of each section was designed using a microwave simulation to provide a maximally nonequidistant spectrum for the first 6 modes. The spectrum was found to be sufficiently nonequidistant to allow for a coupling between individual (neighboring) pairs of modes, and the difference frequencies between the modes in the measurement band were found to be between 1.390 GHz and 2.686 GHz. We have modulated the inductance of the SQUID periodically at the difference frequency in order to achieve an intermode conversion between the modes. The coupling strength between the modes was found to be tunable by changing the pump amplitude at which the flux through the SQUID is modulated. The maximal coupling strength we reached for both pairs of modes was 44 MHz and the coupling strength was found to scale linearly with applied pump amplitude. Finally we estimated the mutual inductance between the on-chip tuning line and the SQUID loop, by converting the effective pump strength to AC flux amplitude. The mutual inductance was estimated to be 2.3 pH.
FIG. 4. Parametric coupling. (a) The coupling of modes 2 and 3, for a pump power of -42 dBm corresponding to a RMS pump current of 18 µA. (b) A linecut of the phase response along the blue dashed line in panels (a). The phase response is fitted using eqs. (5) and (6) and is given by the blue line. (c) The coupling of modes 3 and 4, for a pump power of -42 dBm. (d) A linecut of the phase response along the blue dashed line in panels (c). The phase response is fitted using eqs. (5) and (6) and is given by the blue line. The modes are tuned down in frequency with a DC flux, $\Phi_{DC} = 0.45\Phi_0$, such that the modes end up at 4.439 GHz, 6.44 GHz and 8.138 GHz. In both panels the white dashed lines represent the uncoupled resonances. These resonances get hybridized into $f_+$ and $f_-$ when the parametric coupling is introduced, see eq. (11). They are represented with the green dashed lines in the panels. The minimum splitting as a function of pump frequency is equal to twice the effective pump strength, $2\epsilon/2\pi \approx 70$ MHz and was the same for both pairs of modes.
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FIG. 5. The effective pump strength. (a) The effective pump strength, \( \epsilon \), as a function of pump RMS current. We have extracted \( \epsilon \) as a function of applied pump amplitude for modes 2 and 3, and for modes 3 and 4. To show that \( \epsilon \) scales linearly with pump amplitude, a linear fit is shown with the black dashed line. The maximum effective pump we reached is 44 MHz both for the coupling of modes 2 and 3 as well as for the coupling of modes 3 and 4. (b) The AC flux amplitude as a function of pump RMS current. The AC flux amplitude is calculated from \( \epsilon \) using eq. (3). We can then estimate that the mutual inductance between the on-chip microwave flux pumping line and the SQUID is approximately 2.3 pH.
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Paper E

An on-chip Mach-Zehnder interferometer in the microwave regime
Abstract—The design, simulation and measurements of an on-chip Mach-Zehnder interferometer operating in the microwave regime are described. Using microwave signals in microfabricated superconducting Al waveguides, the concept of an interferometer is transferred from optics to on-chip. Tuning of the path length of one of the interferometer arms is executed through the tunable inductance of a SQUID. By placing one or more SQUIDs in the waveguide structure and by varying the magnetic flux through the SQUID loop, the total SQUID inductance can be tuned. In this way, a phase difference leading to destructive or constructive interference at the interferometer output can be achieved. Thorough software simulations were performed to determine the different design parameters, assign a desired working frequency and provide a reference for comparison with experimental results. Measurements at 300 mK show an effective working frequency close to the simulations, with a deviation smaller than 0.05 GHz. The behavior of the interferometer is very similar to the simulations as well. The on-off ratio exceeds 40 dB.

Index Terms—CPW, Mach-Zehnder interferometer, optics on-chip, superconductivity.

I. INTRODUCTION

This work implements a Mach-Zehnder interferometer, originally used to measure the relative phase shift between two beams from a coherent light source [1], [2]. The phase shift can be introduced by a small sample or a change in path length of one beam. In our experiment, the interferometer setup is created on-chip, using microwave signals in aluminum waveguides instead of optical beams. To measure the sensitivity of the interferometer to phase shifts, a tunable inductance is used to change the electrical path length. In this way, the interference pattern of the waves at the output of the interferometer can be altered. A SQUID is used to implement the tunable inductance. This is a proof-of-principle experiment that may have applications in the growing field of analog quantum information. For instance, it could be used to measure a phase shift induced in a propagating microwave field dispersively interacting with a superconducting qubit [3].

Fig. 1. Simplified schematic of all essential elements of the interferometer design.

II. DEVICE DESIGN

The essential elements of the interferometer design are shown in Fig. 1. Several constraints and demands need to be met to create a working device. A coplanar waveguide (CPW) technology was chosen for the fabrication of the interferometer. First, we require that both the input and output lines of our interferometer should have the same characteristic impedance of 50 Ω to match standard microwave equipment.

Second, the input line of our interferometer needs to be split into two lines with the incoming power being equally distributed. At the same time, this split should provide a matched load for the input line so that no signal is reflected back to the source. A simple T-junction power divider proves to be sufficient [4]. This is a lossless power divider that can be used as a power combiner as well. Knowing that the input line with a characteristic impedance of 50 Ω needs to be properly matched, the split lines are designed with a characteristic impedance of 100 Ω each. Thus, no signal reflections will occur at the input or output of our interferometer. On the other hand, because not all three ports of the power divider are properly matched, internal signal reflections and ring resonances will occur between power division and recombination. More on this follows in the Results and Discussion section.

Third, the electrical line length of both interferometer arms needs to be defined. The goal of the interferometer setup is to create a circuit that can show the largest difference in signal attenuation at the output for the smallest change in electrical arm length through the tuning of a variable inductance. This determines the electrical length and thereby also the physical length of the two separate arms of the interferometer setup. Consider the signal strength S as a function of the phase difference φ between both arms (Fig. 5(a)). It is clear that the sensitivity of the signal strength for a given change in phase difference is higher when the arms are 180° out of phase. This means the electrical lengths of both arms, and thus also the physical length for a
given frequency, should be designed to create destructive interference at the point of recombination. Thus, one arm is made physically longer to create the phase difference. The other arm, which will contain the tunable inductance is kept as short as possible so that the change in electrical length caused by the inductance is easily measurable.

Finally, the SQUID(s) need to be dimensioned and the number of SQUIDs needs to be determined. Based on Microwave Office (MWO) simulations, we concluded that a tunable inductance with start-end values of $0.7 \rightarrow 2.25 \, \text{nH}$ is needed to obtain the biggest variation in signal transmission.

In this case, we use an existing and tested SQUID design [5] and adapt the number of SQUIDs to get the required tuning range. The SQUID design has a measured normal state resistance $R_n = 300 \, \Omega$. The total SQUID inductance is then

$$I_{\text{SQUID}} = \frac{\Phi}{4eL_1 \cos \pi \Phi / \Phi_0} \tag{1}$$

We can then calculate the possible tuning range of the SQUID as a variable inductance [6]. For this design, the tuning range lies between the values of 0.347 nH and 1.121 nH. Thus, two SQUIDs placed in series in one arm of our interferometer should be able to provide the necessary inductance tuning.

Based on the previous calculations and requirements, the final Autocad design used for fabrication purposes is shown in Fig. 2.

### III. RESULTS AND DISCUSSION

Measurements were performed on the samples in a $^3$He-fridge with a base temperature of approximately 300 mK. The transmission is measured using a cold amplifier, cold circulator, and a vector network analyzer. In addition, the flux through the SQUID was changed with a superconducting coil that was mounted to the back of the sample box. Frequency sweeps between 4 and 8 GHz were taken with the network analyzer for different external magnetic fields to look for the variation in signal transmission that we are expecting from the interferometer.

Fig. 3 shows the frequency sweeps for a range of fields. The biggest variation in signal strength is observed at 6.095 GHz. To verify that this tuning behavior is truly caused by the effect of a varying magnetic field on the SQUID inductance, the periodic behavior of the transmission was investigated. From (1), we know that the SQUID inductance, $L_{\text{SQUID}}$, has a repeating pattern with a period equal to the flux quantum $\Phi_0$. This implies that the signal transmission ($S_{\text{trans}}$) as a function of the applied current should be periodic as well. This is shown in Fig. 4 for the frequency of 6.095 GHz.

In this figure, the crosses represent the original experimental data points. Most data points are taken between the magnet currents of $-10 \, \text{mA}$ and $10 \, \text{mA}$. For larger currents, we observed heating of the sampling due to solder joints on the current leads. Therefore, only a few data points were acquired for larger currents.

To investigate the periodicity of the data, the red trace was added to Fig. 4. On the sides, where data points are sparse, the added trace is simply a mirror image of the central part and provides us with a way of checking if the data points outside the $-10 \rightarrow 10 \, \text{mA}$ range actually coincide with the repeating pattern. From Fig. 4, we can clearly see that the data points...
Fig. 5. Explanation of the experimentally observed transmission (panel (c)) accounting for two uncertainties in the system: (a) phase shift and (b) flux offset.

(crosses) correspond to the trace quite accurately, demonstrating that the tuning of the signal transmission is periodic. From this figure, we can also conclude that a change in current of about 18 mA corresponds to one flux quantum of externally applied flux.

The hallmark of SQUID tuning, the periodic pattern, has now been demonstrated, but the question that remains is if the shape of the graph that is observed in Fig. 4 can be explained as well. Considering a couple of uncertainties that are present in our system, this behavior can be explained accurately. Fig. 5 shows how and why the graph has this shape. The first uncertainty that we have to take into account is shown in Fig. 5(a) where 1 indicates the starting point, before we apply any current. Even though we designed our circuit to give a 180° phase shift as the initial value, some inductance offset can cause our starting point to be slightly different.

The second uncertainty, shown in Fig. 5(b), is a flux offset in the SQUID. This flux offset could be caused by e.g. the Earth’s magnetic field or some other magnetic fields present in the environment since we are not using a magnetically shielded sample holder.

These two uncertainties lead to the graph shown in Fig. 5(c). Starting from point 1 and increasing the applied current, the SQUID inductance decreases and as a consequence the phase difference decreases as well. The phase difference decreases to 180° and less as long as the inductance has not reached its minimum value. Thus, the signal transmission (S21) goes through a minimum and rises again until point 2 is reached. If we now increase the applied current even more, the externally applied flux grows and the SQUID inductance follows. The phase difference is now growing and passes through the point of destructive interference again, which corresponds with another minimum in signal transmission. Once point 3 is reached, the maximum SQUID inductance is reached and the pattern starts repeating itself.

After investigating how and why the experimental graphs are the way they are, a comparison between this type of behavior and the earlier simulations is at hand. Therefore the experimental frequency sweeps are compared with the traces obtained from the simulations. Looking back at the simulations in Fig. 6(a), a trend in the signal transmission can be observed. For low values of inductance (0.7 nH) two distinct dips are present in the graph, one at a frequency of approximately 4.8 GHz and another around 7.7 GHz.

From simulations with a perfect power divider we know that the dip at the lower frequency is the one that the circuit was designed for and that the dip at the higher frequency is most likely caused by a ring resonance in the circuit. Once the inductance value is increased, both dips start to shift in frequency and move towards each other until they merge into a single dip for an inductance value of 2.13 nH. On increasing the inductance further up to 3.22 nH, the dip disappears almost entirely and the largest signal transmission is reached.

When the simulation results are compared with the experimental traces of Fig. 6(b), several similarities and one major difference can be seen. The difference is that in the experiments we observe an effective offset in the inductance and the total inductance becomes

$$L_{\text{TOTAL}} = L_{\text{OFFSET}} + L_{\text{SQUID}}(\Phi).$$  \hspace{1cm} (2)

Because of this offset in inductance, we cannot get the same splitting of dips in the experiments as in the simulations. Keeping this in mind, all other features seem to correspond very
well between simulations and experiment. Referring to Fig. 6, we clearly see that both simulations and experiments show a dip at almost the exact same frequency (6.095 GHz). The evolution from high to low inductance values is also qualitatively and quantitatively very similar. The same minimum signal transmission is found (−56 dB) and both change from a broad to a very sharp dip until they split and the signal transmission goes up again at 6.095 GHz. As mentioned before, due to the offset in inductance, we do not see a splitting in the experiments as broad as predicted by the simulations.

Even though we are observing an offset in inductance, the range of values over which the \( L_s \) tunes has remained the same. Initially, we were aiming for a span of 1.5 nH based on the nominal resistance of the SQUIDs. Comparing the experiments with the simulations tells us that the tuning range is 2 and 3.4 nH. Thus, we find a span of 1.4 nH (with an offset of 1.3 nH) which agrees well with the design value.

IV. CONCLUSION

In conclusion, we successfully designed and fabricated an on-chip Mach-Zehnder interferometer. Preliminary measurements gave promising results. When focusing on a single frequency, the signal transmission as a function of externally applied current clearly shows periodic behavior. This proves that the inductance tuning is happening due to a varying flux through the SQUID loop. In addition, the interferometer behaves according to expectations. The signal transmission evolves from a high signal transmission (−12 dB) for large inductance values to a sharp dip with low signal transmission (−60 dB) for a smaller inductance. This dip splits into a separate dip of our interferometer (lower frequencies) and one of a resonance (higher frequencies) caused by the ring shape of our circuit. The working frequency is very similar in both experiments and simulations with a difference smaller than 0.05 GHz. The on-off ratio of the experiments exceeded our expectations with values higher than 40 dB.
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